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1.1 What deployment options are available?

Overview of the various deployment options for Metric Insights

Overview of Deployment Option

The Metric Insights solution can be deployed in a variety of configurations that will best meet
your organization's needs. We currently support the following options:

« Download and run a virtual appliance on a computer of your choice. More information can

be found at Deploy Metric Insights as a Virtual Appliance.
* Spin up a Metric Insights Amazon EC2 instance on the cloud. For more information see

Deploy Metric Insights on Amazon EC2.
* Provision a virtual or real linux server of your own that meets the Metric Insights hardware

requirements. Please contact us if you are interested in this deployment option.

Which method is right for your organization depends on your budget and infrastructure. Here
is a list of pros and cons for each method so you can choose which option is right for you.

Deployment option Comparison

Deployment

Method Pros Cons Best For
+ Cheap
* Quick & easy Pilots / Companies with
Virtual + Works on a « Networking options can be yirtualization
Appliance variety of difficult infrastructure such as
operating VMWare vSphere or
systems Microsoft Hyper-V

* Noinfrastructure < EC2 can be expensive
support cost or « Some organizations do not
waiting for IT to want data on the cloud
provision servers + Usually requires Virtual Private
Amazon EC2 . sypersimpleand  Cloud to be setup or a Remote Fastimplementations

fast to spin up Data Collector to connect to
instances for tests  data sources behind your
and demos firewall
* You have full * Infrastructure costs and wait Companies with specific
Custom control over your time provisioning the required jnfrastructure and
server server and where  server security needs
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+ Custom installation will usually
involve working closely with
Metric Insights to run the
sometimes complicated
installation procedures

it lives in your
network topology
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1.2 What are the system requirements for a
Metric Insights server?

This article explains the minimum system requirements for the Metric Insights server.

System Requirements for Pilot Instances

4 Core
16 GB RAM
« 500 GBHD

On AWS, this equates to an m5.xlarge EC2 instance type.

System Requirements for Production Instances

« 8Core
« 32 GB RAM
« 1TB+HD

On AWS, this equates to an m5.2xlarge EC2 or instance type.

A Note about Virtual Machines

Metric Insights can be deployed as a virtual appliance, for pilot instances as well as for
production instances. (See Deploy Metric Insights as a Virtual Appliance for more information.)
If you choose this option, then your virtual machine should meet the requirements laid out
above.

It's important to understand that the Metric Insights virtual appliance is a virtual machine. You
do not need to create your own virtual machine to serve as a host. In fact, the host machine
should be a physical machine, not a virtual machine. If your IT department offers to provide a
virtual server to serve as a host for Metric Insights, then they must certainly be running one of
the common virtualization environments. In that case, simply send the Metric Insights virtual
appliance to them and ask them to 'import' it.
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1.3 Docker Deployment (Simple Installer)

This article will detail how to setup and install the most basic Docker deployment available
in 6.+

PREREQUISITES:

For servers with closed outbound access to the internet, in order to deploy Metric Insights
using simple installer, the host machine must have the following packages installed
manually:

1. docker-ce
2. docker-compose 1.19.0+

For servers open to internet, these 2 packages will be installed by the Ml installation
package.

3. Python v2 or v3

Simple installation architecture

4 Linux-based Server with kernel >= 3.10
} (docker-ce and docker-compose)

|
|

MySQL connection

Windows Server
Remote Data Processor
Seed node

Permanent
File System

DP rest api
8080 or 8443 tcp ports

MySQL connection

______
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¢ Ifyou are using a firewall on the Linux machine, the following ports are necessary for
Metric Insights to work correctly:

1. 80,443 - HTTP and HTTPS ports for the Ul Application Service (by default redirection to
443)

2550 - TCP port for the Data Processor cluster

2551 - TCP port for the Seed Node Service

3306 - MySQL port to get access from outside

8080, 8443 - HTTP and HTTPS ports for the REST API Data Processor Service (only one
port is enabled at one time)

6. 8081 - TCP port for Monitoring Tool

ok WwN

1. SSH to the server

1. SSH to the host server, as in this example where x.x.x.x represents the IP of the server (or
use the cname): ssh root@x.x.x.x

Note: The Metric Insights application must be installed as user root or as a user with sudo
privileges (added to the wheel or sudo group, thereby included in the sudoers list). The docker
daemon binds to a unix socket instead of a tcp port, therefore unix sockets are owned by user
root and accessible by users with sudo privileges.
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2. Download the MI app installation package

@ httpsy//www.metricinsights.com/download/Metricins g"r,saw.gz G *
METRIC INSIGHTS Product Solutions Learn Support About Free Trial

Download

Enter your user name and password below

Username *

Password *

Metric Insights Software Evaluation Agreement

This Metric Insights Customer Agreement (this "Agreement”) contains the terms and conditions that
\govern your access to and use of the Service Offerings (as defined below) and is an agreement
between Metric Insights, Inc. ("Metric Insights™), a California company, with an address at 123 10t
Street, San Francisco, CA 94103, and you or the entity you represent ("User"). This Agreement takes
effect when an Order is signed, when you click an "l Accept” button or check box presented with
these terms, when this agreement is signed between Metric Insights and User, or, if earlier, when
you use any of the Service Offerings (the "Effective Date"). You represent to us that you are lawfully
able to enter into contracts (e.g., you are not a miner). If you are entering into this Agreement for an
entity, such as the company you work for, you represent to us that you have legal authority to bind

Download license agleemer‘{ | agree with these terms and conditions ]

o w ‘\-/
N

1. Depending on the version, you will be given a link to the corresponding Ml app installation
package.

2. Along with the link, Username and Password will be provided by the MI support team;
enter these credentials into the respective fields.

3. Confirm your agreement with the Terms and Conditions of the Metric Insights usage.

4. Click [Submit].

This will initiate the download process of the .tar.gz archive (containing all files required to
install the system).

3. Package Overview

|— base

|— build.properties

|— LE ]
|— installer.py
L— utils

1. base
+ subfolder with basic /fopt/mi directory structure that will be overwritten by next update

2. build.properties
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+ a file with specified components versions

3. data
+ a subfolder with binary data and miscellaneous data (such as dependencies list and
credentials for pulling docker images from docker.metricinsights.com by Installer in
case with Lite type of package)

4. installer.py
+ the main executive file that initializes the Metric Insights installation process

5. utils
+ folder containing common libraries used by installer.py
+ also has third-party libraries

4. Supported Operating Systems

Metric Insights v6.x can be installed on the following Operating Systems (any OS with
Linux kernel >= 3.10):

« RHEL7

+ CentOS 7

* Oracle Linux 7
« Ubuntu 16/18
« Debian 7/8

Linux*A
.'II/ | L}
e ubuntu

=
%

./,.

CentOS

=redhat

Linux debian
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5. Run the installer

€) Please make sure to set the correct timezone when running the installer using the --
timezone and --dp-mysql-option parameters (both set timezones for the application

and the dataprocessor respectively).

We recommend checking the help to ensure appropriate parameters are defined for
the install. To see the help:

./installer.py -h

./installer.py --bind-address 0.0.0.0 --timezone 'US/Pacific' --dp-mysgl-option '&

serverTimezone=PST8PDT' -vv

Here's an example install where the application timezone is being set to Pacific Time. Other
timezone examples are:

Eastern Time

+ --timezone 'US/Eastern’
+ --dp-mysql-option '&serverTimezone=EST5EDT'

Central Time

* --timezone 'US/Central’
+ --dp-mysql-option '&serverTimezone=CST6CDT!

"

Once the installation is complete, you will see a "Metric Insights application installed successfully
message.

¢  The "Waiting while all provision actions are completed" can take a while, so it's not so
unusual. While it's running, in a separate terminal, please tail /opt/mi/log/web.log to
see what it's doing.
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5.1. Basic console commands

A Notall tools will be installed with all components, each component has only: mi-
version and mi-control. All of these tools become accessible only if the Web
Component is installed.

Wrapper for mi-app-backup (/opt/mi/backup is an internal mount point
from the web docker container)

mi-app-backup
mi-app-restore Wrapper for mi-app-restore

mi-console Connect to the MI Ul docker container directly

Docker-compose wrapper helping to manage Metric Insights docker

mi-control containers

mi-cron Wrapper for mi-cron manipulating the Ml cron tasks inside the docker
container

mi-db-dump Wrapper for mi-db-dump

mi-db-mgr Wrapper for mi-db-mgr

mi-ldap-usersync Wrapper for mi-ldap-usersync

mi-maintenance Wrapper for mi-maintenance

mi-passwd Wrapper for mi-passwd

mi-version Show the installed Metric Insigths version

5.2. The list of arguments that can be used during installation
(from help)

Optional Parameters
-h, --help Show this help message and exit
-v, --verbose Verbose logging (default: False)
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Y, -yes
—-path INSTALL_PATH

--dp-hostname
DATAPROCESSOR_HOSTNAME

--skip-packages

--show-packages

--db-ram-config DB_RAM_CONFIG

--db-hosthame DB_HOSTNAME

--db-port DB_PORT

--db-user DB_USER

--db-password DB_PASSWORD

--dp-db-password DP_DB_PASSWORD

--restrict-access RESTRICT_ACCESS

--unprivileged

--seed-hostname
DATAPROCESSOR_SEED_HOSTNAME

--dp-url DP_URL

--dp-user DP_USER

--dp-password DP_PASSWORD

--dp-enable-ssl

Deployment & Configuration

Assume "yes" on interactive requests (default: False)

Base path for Metric Insights (default: /opt/mi)

Data Processor service hostname for external services

Skip installation of any additional packages (default: False)

Show packages required to run Metric Insights (default: False)

Amount of RAM (integer value in gigabytes) on the Ml
Database Server. Options: [12,16,32] (default: None)

MySQL hostname of a Database server (default: mysq|l)

MySQL port for db-hostname (default: 3306)

MySQL admin user name to init a Metric Insights database
(default: root)

MySQL admin user password

MySQL Data Processor user password

Comma separated list of the Ml services that must not have
outside access. By default, all services are openned externally.
Example: web, mysql, dataprocessor, seed (default: None)
During installation, skip actions that require root access, like

system package installation. CAUTION: system must already
have all the required packages installed (default: False)

Data Processor seed service hostname for external services

Set Data Processor REST-API URL (default:
http://dataprocessor:8080)

User to get access to the Data Processor REST-API service
(default: dataprocessor)

Password for the Data Processor REST-API user (default:
None)

Enable HTTPS for the Data Processor REST-API service.
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Ensure that correct SSL certificate and DP URL are provided
(default: False)

Comma separated list of components to deploy. Possible
--components COMPONENTS values: web, mysql, dataprocessor, seed (default: web, mysq|l,
dataprocessor, seed)

6. Security

./installer.py —--restrict-access mysql,dataprocessor

This way only Ul can be accessible from the outside.
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1.4 Deploying Metric Insights in
Orchestrated Environment

Starting from Version 6.x, Metric Insights can be deployed using a container
orchestration platform:

+ Kubernetes
« Amazon ECS
* Docker Swarm

Metric Insights consists of services running inside of containers:

Web

Data Processor
Seed

Data Analyzer
Monitoring

Deployment process:

SOy LR W

Prerequisites
Obtain Docker Registry Credentials

Choose a Deployment Method (Kubernetes, Amazon ECS, Docker Swarm)

Generate the configuration file to deploy to Amazon ECS
Create the ECS Stack with AWS CloudFormation

Accessing the Metric Insights Deployment
Resources involved in running Metric Insights in ECS

1. Prerequisites

To deploy Metric Insights across the different orchestration platforms, the following
architectural pieces are required:

+ kubectl command-line tool to manage a Kubernetes cluster (not required for ECS and
Docker Swarm)

* Remote Database Server to host the application database (e.g., MySQL/MariaDB, Amazon
RDS or equivalent)
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 Persistent shared storage to store the application file system (e.g., NFS, Portworx, EFS)
+ Specific ports open on the network:
+ 80,443 - HTTP and HTTPS ports for the Ul Application Service (by default redirection to
443)
« 2550 - TCP port for the Data Processor cluster within the kubernetes namespace
« 2551 - TCP port for the Seed service within the kubernetes namespace
« 32550 - TCP port for external access to the Data Processor cluster
« 32551 - TCP port for external access to the Seed service
+ 3306 - MySQL port to get access from outside
+ 8080,8443 - HTTP and HTTPS ports for the REST API Data Processor Service (only one port
is enabled at one time)
+ 8081 - TCP port for Monitoring Tool

¢ For non-orchestrated environments, please see the help article on using Simple
Installer

2. Obtain Docker Registry Credentials

A Contact Ml Support for access to the official Metric Insights Docker Registry.
Credentials are needed to pull docker images for each Metric Insights service.

* Note, the default MI Docker Registry address (docker.metricinsights.com:5002) is
specified in the deployment configuration file for each orchestration type.

3. Choose Deployment Method (Kubernetes, Amazon ECS,
Docker Swarm)

€ If deploying to Kubernetes, please see Deploying Metric Insights on Kubernetes.

€ If deploying to Amazon ECS, continue below.

Amazon ECS Prerequisites:

1. Database (RDS or EC2 instance with custom database deployment)
2. EFS or custom NFS shared storage
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3. Optional: If utilizing a private registry (non-Metric Insights), ensure that you have those
credentials available.

4. Generate Configuration File to Deploy to Amazon ECS

The configuration file can be generated using the Metric Insights installer package:

1. Download the installer package to a linux system and unpack
2. Change into the installer directory then run the installer with the ecs command and specify
a target filename to generate the configuration file:
$ ./installer.py ecs -o <filename>.json
3. The configuration file can now be used as a template with AWS CloudFormation to create
and deploy the Metric Insights environment

5. Create the ECS Stack with AWS CloudFormation

Prepare the following:

1. RDS address with root credentials
2. EFS address to connect to Metric Insights application

Apply the configuration file through the CloudFormation Ul:

1. Upload the generated json file as a template

Create stack

Prerequisite - Prepare template

Freparn templabe
Dumry wiack it hamd on 5 tenplate & tamplte in 8 50N or YARL fe thet montsing configurstion irfsrmation ssoet the JAWS ressusnen you wam 20 includa inthe sk

Q Template iz ready Use 2 sample ternplate Create template in Designer

-

Specify template

A template b a 150H or YARL Hie that dewcritses your sack's rescienes and properties.
Template source 1
Selecting a template geseraies an Amazon 5% URL whare £ he wored
Arazon 5% URL © Uplcad a template fie
3 Liplead a template fike
Chooss file [] = metricingaphrs-g, 10an
JE0H &0 YAML Tosmatied file

53 URL: hatps:/fs3.us-tast-Zamazonaws comcf-templates- 20kE50 Sky2Shin-us-east- 2/ 201929607 5-metricinsights-6.1.0sen | ¥lew In Designer

3.
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2. Fill out each field then click [Next] at the bottom of the page. Some key notes:

+ To generate passwords for each service, you can either run echo -n '<pwd>' |
base64 toencode a password of your choice, or run something like openssl rand
-base64 8 to auto generate a password for you.

+ Use the full RDS address for the field "DBHostName"

+ Enter the RDS root user in the field "DBRootUserName"

+ Enter the full EFS address in the field "NFSServerAddress®

+ Select all Subnet IDs available in the field “SubnetIDs"

+ The field "WebReplicationsCount" represents the number of web slave containers
(secondary to web master)

Cloud ormation Stacki Create stack
: Specify stack details

Specify template p fy
Step 2 Stack name
Spacify stack details

Stack rama

miECS?
me can irclude nttens {47 and a-2), rurshers 0-8) and dasses (-1
Parameters
Parsmstersare Sefinad bn peae sacpbrie and ol goa b inzin cutem sl when g coashe oe updabe 3 mark

AlweooessE orsubine,
Specty the network, i °n gt application b tn listen,
Qa0 S

DEDataprocessorPassword
e ———
DDAt ReadPa s

DBGeneratorPassword

DftHGame

clatabunis servir b sl Metne lmighis Apsl st

emibbasnd, cobadei Tywigd ui-sast- 1. rdhi g mansruve o

3. Click [Next] to skip through the subsequent pages until you reach the following window.
Click the checkbox to acknowledge that IAM resources might be created on deployment and
click the button [Update stack].

Capabilities

D The following rescurce|s) require capabilities: [AWSs1AM=Role]

This template contains [dentity ard Access Management (M) resources that might proside entities acoess to make changes to your AWS account.
Charck that you want to create sach of thise ressurces and that thaey have the minimum required permdssions.  Leam mon

B | ackmowledge that AWS ClaudFormation might crests M ressuree.

Cancel Pravious Update stack

/

4. Allow incoming connections to RDS for new ECS/EC2 security group to complete the
deployment
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1. As the new ECS Stack is being deployed, go to the EC2 Console and select one of the new
EC2s created for ECS
Go to the Security Group field and select on the new security group name
Copy the Group ID (e.g., "sg-name ")
Switch to the RDS Console and select the RDS instance being used for ECS
Go to the VPC Security Group field and select the security group name
Switch to the "Inbound” tab and click the [Edit] button
Add the new EC2 security group to the list then [Save]:
« Add Rule > All Traffic > Paste Group ID

Nou,kwnN

On adding the group, switch back to CloudFormation to monitor the ECS Stack deployment. The
deploy should complete in 5-10 minutes.

6. Accessing Metric Insights Deployment

= i
ELC2 Dashboa —
<2 Deshhoan] Create Load Balancer [ELELLR
Events
Tags ‘ L 1 aggs andd alninde arch by s
Fcpomns
THS B hame = DHS nama - Stale T WPCID
2. I B oECERae | il O 2o PG LRI, Rl SlE i -pic- T, Al vpe-ATLAE0
Insances
Launch Templaies
SPOT ROQUESTS
Resened Insances Load balancer: mi EC52-d
Dedficaied Hosts
Capacty ResRIvEmons Description | Liseners | Monioning | imegrassd senioss Tags
Basic Configuration
AMis
Eundie Tasks Hame miEC 52ty
ARN  mm:mweselnstichachalancing us-east-2 73301 7703118 joadbalancerinetmiECS2-dew Tedc 35 1B0885 1 aat ()
wlumes 3 I DNSname  mMECS2-dev-TRAC 51800051085 olb ar-east 2 avaconmys.com o] I
Snapshols | & Recordl
Lilecysle Manager Sale  Aclive
Type neEwork
Sequnly Groups Scheme mileirel-fang
Elastic 1P
IF address fype Pl
Placement Groups
KEy Pars VPG V-8 108

Metwork Inlesfaces dysallability Zones

Load Balancers

subnet-Gheaedl] - us-cam:-do G
1P address: fssigned by NS

subnel-TROLISLL - us-easl-Za G
1P acidress: Assigned by AWS

szt L 21ctiEa - s ease-2h GF
1P ks Assipned by AWE

Launch Configuratons

Once the ECS Stack is deployed:

1. Switch back to the EC2 Console and select Load Balancers in the left menu pane.
2. ldentify the Load Balancer DNS name to access the Metric Insights application in a browser.

3. For the best user experience, map the Load Balancer DNS name to a user-friendly name in
Amazon Route 53.

Metric Insights is now deployed in ECS and browser ready.
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7. Resources Involved in Running Metric Insights in ECS

* AWS ECS Task Definitions

* AWS ECS Cluster

« AWS ECS Services

« AWS EC2 Auto Scaling group

« AWS EC2 Launch Configuration
« AWS EC2 Security Groups

« AWS Target Groups

* AWS Network Load Balancer

* IAM Roles

+ AWS Secret Manager

* AWS Cloud Formation (only for deployment and updates)

Non-ECS resources in AWS needed for deployment include:

1. AWS RDS instance based on MariaDB 10.1 (custom parameter group with
log_bin_function_creators enabled)
2. AWS EFS Shared Storage
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1.5 Deploy Metric Insights as a Virtual
Appliance

This article shows how to deploy Metric Insights as a virtual appliance. If you have not
already done so, you will need to request the Metric Insights software. Please request a

copy of the software at http://www.metricinsights.com/request_eval.html

1. Install VMware Player or Another Virtualization
Environment

You will need a suitable virtualization environment in which to 'play' the virtual appliance. If
you're just trying out Metric Insights and would like to use a desktop machine, you can use
VMware Player (Windows) or VMware Fusion (Mac). (We don't recommend desktop machines --
even for pilot projects -- unless they are dedicated machines that will always be running and
accessible.) For production installations, you will probably want an enterprise virtualization
environment such as VMware vSphere or Microsoft Hyper-V.

It's important to understand that the Metric Insights virtual appliance is a virtual
machine. You do not need to create your own virtual machine to serve as a host. In fact,
the host machine should be a physical machine, not a virtual machine. If your IT
department offers to provide a virtual server to serve as a host for Metric Insights, then
they must certainly be running one of the common virtualization environments. In that
case, simply send the Metric Insights virtual appliance to them and ask them to 'import’
it.
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2. Download the Virtual Appliance

71 Download Form - Metrie . %
L C |7 www.metricinsights.com/download feval /Metricinsights-1.0.325_Cent05-6-x86-64.zip Q\: — =

[0 recipes [V Gmail - Work (LM 21 Asana 3 this isn't happiness™ (R Kinokuniya BookWeb (] Reading [ other Baakmarks.

" Emall or call 1-800-480-8221 °f 3
ot

METRIC INSIGHTS

HOME PRODUCT | SOLUTIONS | PARTNERS VIDEO BLOG

Enter your user name and password below

Login*
Password*
. Matric -] g
This Metric Insights Customer Agreement (this “Agreement ) tains the terms that govern your access to and use of the Service

Offerings (as defined below) and is an agreement between Metric Insights, Inc. (" Metric Insights”), a California company, with an address at 123 1010
Street, San Francisco, CA 84103, and you or the entity you represent ("User”). This Agreement takes effect when an Order is signed, when you click an
“I Accept” button or check box presented with these terms or, if earfier, when you use any of the Service Offerings (the “Effective Date”). You represent
fo us that you are lawfully able to enter into contracts (e.g., you are net a mincr). If you are entering inte this Agreement for an entity, such as the
company you werk for, you represent to us that you have legal authority to bind that entity.

1. LIGENSE.

1.1 license. Upon this it, Metric Insights grants User and its Affillates a , MON: and non:

license to use the Software for 30 days in executable form for the purpose of considering purchasing a commercial license of the software or the
purpose of evaluating a distribution relationship with Metric Insights.

Pl Bt Mt ittt A Lt i B st e it i sttt Bt R Bl 0

| agree with terms and conditions Download license agreement

After receiving the link to download the virtual appliance, fill out the license agreement and

download the ova file. The ova file is around 2GB in size and will require a fast network
connection for the download.

Note: The remaining steps assume that you are planning to deploy Metric Insights on a desktop
machine. If you are deploying Metric Insights in an enterprise virtualization environment and
encounter any problems, please contact us for assistance at support@metricinsights.com
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3. Import the 'ova' File

ited 15 [T e %0 . impor: Libeary ' _——

Open and Run... X30
Open Recent -

P (0 VMWare VMs 0| a
Favor  Show Import Library :ations
£1 Migrate Your PC... ¥
: Insights. r % Windows 7 x6
}
8 4 Close w "
# Applications 1 System »
[ Desktop 21 User Information -
® 1 users >
Document: [ VMWare VMs >
Movies
) Downloads
JJ Music
Pictures

Name Metricinsights-3.0.5
67_CemtOS-
x86-64.0va

Kind Open Virtualizatio...

Size 1.53 GB

Created 5/14/14 10:55 PM
Modified 5/14/14 10:57 PM
Last opened 5/14/14 10:57 PM

_Cancel | [ Open |

If you're running VMware Player or VMware Fusion on a desktop machine, 'import' the ova file
using the File menu.
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4. Set up the Virtual Machine Hardware Settings

e@0o Metric Insights Demo (v1.0.338) e
)m) (wie d a o & & &0 24 =1

Edit the hardware settings for this virtual machine.

To make sure the virtual machine meets the minimum system requirements, edit the virtual
hardware settings.
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4.1. Set up the Virtual Machine Network Adapter

@00 = Metric Insights Demo (v1.0.338): Settings
(<> ][ Showal | [ Add Device... |

System Settings

B 2 0 - B =

General Sharing Default Applications Keyboard & Processors & Display

Applications Menu Mouse Memory
Devices
- °© 8 B B =
= h
Hard Disk CD/DVD Sound Card USE & Floppy Printer
[SCSI) (IDE} Bluetooth

| | J"'”x -:' e .
d @ =) 5‘:&

Startup Disk Encryption & Compatibility Advanced
Restrictions

There are two methods of VMware networking that affect how the Metric Insights server can be
accessed by you and others on your network. You will need to choose the method that will work
for your network.

+ Bridged or AutoDetect - This is the default and recommended setting as it allows the
virtual machine to automatically get an IP address from your local network.

+ Network Address Translation (NAT) - If you do not get an IP address when running under
bridged mode, you will need to use NAT networking. Using this method, the virtual machine
will share the host operating system's IP address, and the Metric Insights server will only be
accessible from the host operating system. If you'd like to be able to access Metric Insights

from other machines as well, see How to expose Metric Insights on VMware when using NAT
networking.
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4.2. Configure the Virtual Machine Resources

@00 = Metric Insights Demo (v1.0.338): Settings

[ ~ - J [ Show All ] [ Add Device... ]

System Settings

B @ 5 -

General Sharing Default Applications
Applications Menu

Removable Devices

o © 8 b M

Network Hard Disk CD/DVD Sound Card USE & Floppy
Adapter (SCSI) (IDE} Bluetooth
Other

|| =y

i @

Startup Disk Encryption & Compatibility Advanced
Restrictions

Display

=

Printer

* Processors - If you only have two cores on the host machine, keep the number of virtual
cores at 1. Otherwise, it's safe to allocate half of the available cores.

* Memory - This should be at least 2GB = 2048MB
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5. Start the Virtual Machine

% Virtual Machine Library

+v = B (=~ — A L B
Add View Path Power On  Settings Snapshots Delete
VIRTUAL MACHINES
[ Metric Insights Demo (v1.0.338) 4. Metric Insights Demo (v1.0.338) > >
& Ml - CentOS & Testing CentO5 54-bit
% Ml - Debian 6 Testing
% Windows 7

Notes

Metric Insights Demo Image (v1.0.338) / CentOS 6

Hard Disks Snapshots W Reclaimable

4308 O bytes

After starting up the virtual machine, you'll see a bunch of linux diagnostic messages scroll by

the screen. This will take about a minute the first time, and then it should only take 20 seconds
or so depending on your operating system speed.
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5.1. Get the IP address of your virtual machine

Starting sendmail:

Starting sm-client:

Starting httpd: httpd: Could wnot reliably determine the server’'s fully gqualified
domain name, using 127.8.8.1 for ServerName

[Thu Now B8 B2:81:37 28121 [warnl] _default_ VirtualHost overlap on port 443, the
first has precedence

Starting Qpid AMQP daemon:
Starting crond:

Starting atd:

btarting jexec services

Welcome to the Metric Insights Demot
Please point your browser to:

3 E 363 B 3 3636 B I BEFE BB B

192.1668.1.129

S B b 363 B B BEBE BB BESE B BN

entl3 release 6.2 (Final)
Kernel 2.6.32-22A.13.1.el6.x8B6_64 on an xB6_b4

etricInsights-Centos-64-bit login: _

Once the virtual machine has started up, you should see a message that looks similar to this.
NOTE: If you do not get an IP address here, the Metric Insights server was not able to get an ip
address from your DHCP server. If this happens you will need to set the Network Adapter to use

NAT addressing or talk with your local Network Administrator.
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5.2. Point a browser to the Metric Insights IP and accept the SSL
warning

SSL Error

L
I

= C [ beps://192.168.1.129 7 =

[ recipes ] Mmail - work M1 S Asana K this isn't happi ™ QK' kuniya BookWeb  [] Reading (L] Other Bookmarks

The site's security certificate is not trusted!

You attempted to reach 192.168.1.129, but the server presented a cerdificate issued by an
entity that is not trusted by your computer's operaling system. This may mean that the
server has generated ils own security credentials, which Google Chrome cannol rely on for
identity information, or an attacker may be trying to inlercept your communications.

You should not proceed, especially if you have never seen this waming before for this site.

ﬂ Proceed anyway | | Back to safety

P Help me understand

Open a web browser and put the ip address obtained above into the address bar. Depending
on your browser you will likely get an SSL warning. This is because the Metric Insights server
ships with a default self-signed certificate. You can just accept the warning and you will get to
the login prompt
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5.3. Log into Metric Insights

LANhtips:/ /192 168.1. 128 faur! %

€« C | B hitps://192.168.1.129/auth/index/login @, 57
recipes  [v] Gmail - Work (LM 23 Asana 3§ this isn't happiness™ (&) Kinokuniya BookWeb Reading ot

Please Enter your Username and Password

Username: |admin |

Password:

SRR ]

™ Remember me on this computer

Help Did you forget your passwond?

Log in with the username and password given to you by our Support Group
(support@metricinsights.com)
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1.6 What are the main components of the
Metric Insights stack?

The main components of the Metric Insights stack are listed below. Versions listed are the
minimum required.

* For system and base linux package requirements, please see the following articles:

+ System Requirements
+ Package Requirements for v6.1+

Versions 6.1+ till 6.1.4 (Application runs inside Docker
containers)

* [Linux]
+ CentOS 7/8
« RHEL 7/8
« Debian 9/10
« Ubuntu 16/18

Docker-CE 17.09.0+
+ Docker-Compose 1.19.0+
[Inside our Docker Containers]
* Apache 2.4.25
« PHP7
* Python 2.7 &3
* Java 11

MySQL 5.6, 5.7 / MariaDB 10.1
« With @@sqgl_mode ="' for MySQL 5.7

NOTE: for v6.2.0+ ONLY MySQL v8 is acceptible with @@sql_mode ='"' OR sql_mode =
NO_ENGINE_SUBSTITUTION

Versions 5.0+ (last release in 2019, v5.6.3)

* [Linux]
+ CentOS7
« RHEL 7
« Debian 7 (kernel v3.10+) / Debian 8
« Ubuntu 14
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Apache 2.2
MySQL 5.5, 5.6, 5.7 / MariaDB 10.1
+ With @@sqgl_mode ="' for MySQL 5.7

PHP 5.6
Python 2.7
* Java 8

NOTE: Support for version v5.6.3 will end in 2020.

Versions pre 5.0

* [Linux] CentOS 6, Debian 6/7
+ Apache 2.2

+ MySQL Server 5.1+

« PHP5.4

Python 2.7

Java 7/8

Notes on SSL/SSH

Encryption to and from the Ml virtual appliance (if using an MI provided OVA image) makes use
of OpenSSL version 1.0.2k (this version does not suffer from the Heartbleed vulnerability). SSH
Communication with the server uses OpenSSH 7.4p1.
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1.7 Operating system linux package
requirements / dependencies for v5.0+

Metric Insights can be installed on the following Linux operating systems using a package
installer provided by MI Support:

+ RHEL
¢ CentOS
+ Debian

If installing on an internally provisioned server, please note the following list of required
linux packages needed to support the Metric Insights application. If the server does
not have outbound access and must use internal linux repositories instead, then please be
aware that linux packages have interdependencies between them. All interdependent
packages must be on the same version.

Note:
* This list is current for Metric Insights version 5.3.0+
* For Debian deployments, you must have a kernel version 3.10+ for docker support

* We recommend provisioning RHEL7 / CentOS7 or Debian8

Linux packages required for RHEL and CentOS

RedHat / RHEL.: RHELY7 specific: Sourced from these RPMs:
CentOS

* postfix * mariadb * RedHat Enterprise Linux 7 Server

e httpd * mariadb-server * RedHat Enterprise Linux 7 Server

* mod_ssl * mariadb-devel - Optional

* mod_wsgi » docker » Extra Packages for Enterprise

* man * docker-compose Linux 7 (EPEL)

* ntp * baekmuk-ttf-

o git batang-fonts

» curl * baekmuk-ttf-

* wget dotum-fonts

e unzip * libXScrnSaver

* vim » at-spi2-atk

* less * gtk3

* screen
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* php

* php-ldap

e php-mysql

e php-curl

e php-cli

e php-pear

* php-gd

e php-xml

* php-mbstring

* php-bcmath

e php-mcrypt

* php-xcache

* php-soap

* php-posix

* php-pecl-imagick

* php-pecl-ssh2

* gcc

e gcc-ct+

* python-pip

* python-devel

* python-boto

* junit4

e java-1.7.0-openjdk

* java-1.7.0-openjdk-
devel

* libicu

* dejavu-sans-fonts

* dejavu-sans-mono-
fonts

* net-tools

* libffi-devel

» openssl-devel

« fontconfig

* openldap-devel

e cronie

 cjkuni-ukai-fonts

 cjkuni-uming-fonts

* ipa-mincho-fonts

* ipa-gothic-fonts

* |ksctp-tools

* python-virtualenv

* python-devel

* openssh

+ e2fsprogs

» xfsprogs

» openldap-clients

Deployment & Configuration Page 35



Linux packages required for Debian

Debian Both Debian 7/8: Debian7 Debian8 specific: Kernel
specific: required:

* postfix * mysql-client * mariadb-client * kernel 3.10+

» apache2 * mysql-server * mariadb-server

* libmysglclient-dev * libicu48 * libicu52

* libapache2-mod-wsgi * libssh2-php * php5-ssh2

* libapache2-mod-proxy-  ttf-dejavu + fonts-dejavu
html » docker

* man-db » docker-

* ntp compose

* git

* unzip

« curl

* wget

e vim

* less

* screen

* sudo

* php5

* php5-ldap

* php5-mysql

* php5-curl

* php5-cli

* php-pear

* php5-mcrypt

* php5-xcache

* php5-gd

* php5-xmirpc

* gcc

* python-pip

* python-dev

* python-boto

e junit4

» openjdk-7-jdk

» tomcat7

« tomcat7-admin

* tomcat7-common

 libtomcat7-java

* libffi-dev

¢ libssl-dev

+ fontconfig
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* libldap2-dev

* libsasl2-dev

* rsyslog

» fonts-arphic-ukai

+ fonts-arphic-uming
 fonts-ipafont-mincho
 fonts-ipafont-gothic
+ fonts-unfonts-core
* libyajl2

» apt-transport-https
+ ca-certificates

+ e2fsprogs

» xfsprogs

+ docker-ce

* Idap-utils
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1.8 Expose Metric Insights on VMware when
using NAT networking

When using Network Address Translation (NAT) networking on VMware, you will need to
configure port forwarding to access the Metric Insights virtual server in order to reach the
Metric Insights server from other machines. Each VMware product unfortunately has a
different method for configuring NAT forwarding, but the requirements are the same: ports
80, 443, and 8443 need to be port forwarded from your host operating system to the Metric
Insights server virtual machine.

1. Verify that no services are running on ports 80, 443, or
8443 on the host OS

In order for port forwarding to work correctly, verify that the host OS (which ever machine
you're running VMware Player on) does not have any other services that are using ports 80,
443, or 8443. If you do already have a webserver or something running on ports 80 or 443, you
will need to turn them off or choose other ports to map to.

Note, however, if you do something like

1080 = 192.168.220.129:80
10443 192.168.220.129:443
18443 192.168.220.129:8443

You will need to point your browser to https://<your-ip>:10443 instead of http://<your-ip>:1080
(This is because Metric Insights has built in port forwarding and will try to forward HTTP on port
80 to HTTPS over port 443 automatically.)

2. Setup VMware Port Forwarding

NAT port forwarding is different for each VMware product. Please follow the links below for
more information:

Windows

+ VMware Workstation - In product, use Edit -> Virtual Network Settings -> NAT menu.
http://www.vmware.com/support/ws55/doc/ws_net_nat_advanced.html

* VMware Player - In VMware directory in cmd prompt, run rundll32.exe vmnetui.dll
VMNetUI_ShowStandalone. http://www.dbuggr.com/smallwei/quick-start-vmware-
player-4-5-workstation-advance-networking-gui-tool/
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Mac

+ VMware Fusion - Edit the incomingtcp section of /Library/Preferences/VMware Fusion/
vmnet8/nat.conf and restart nat networking with sudo "/Applications/VMware Fusion.app/
Contents/Library/vmnet-cli" --start (older versions of VMware Fusion reference /Library/
Application Support/VMware Fusion/vmnet8/nat.conf and sudo "/Library/Application
Support/VMware Fusion/boot.sh" --restart as mentioned at http://www.sharepointjohn.com/
vmware-fusion-nat-port-forwarding/ )

* The [incomingtcp] section of the vmnet8/nat.conf should look like:

80 = 192.168.220.129:80
443 = 192.168.220.129:443
8443 = 192.168.220.129:8443
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1.9 Deploy Metric Insights on Amazon EC2

This article will detail how to setup and install Metric Insights on Amazon EC2. If you do not
already have an Amazon EC2 account, sign up for one at http://aws.amazon.com/ec2/. In
addition, if you haven't already done so, please request the Metric Insights software at

http://www.metricinsights.com/request_eval.html.

1. Get your AWS Account ID

1.1. Log into your AWS account

Amazon Elastc Compute C =

= 2 |" aws.amazon.comfec?f Q pr— =
“ recipes  [+] Gmail - Werk H Ml 5! Asana x this isn't happiness™ @ Kimokuniya BookWeb H Reading D Other Bookmarks
_ Wi —
“isramazon LR My Aot coneoie ~ [

P webservices

AWS Managemaent Console,,
AWS Products & Solutions = AWS Product Information w | My Account upport «
Account Acthity |

Usage Reports
Amazon EC2 Detalls Amazon Elastic Compute Cloud (Amazon E security Credentials

EC2 Overviow "

Amazon Elastic Compute Cloud (Amazon EC2) is a web service that provides Get Started with
ECZ FAQS resizable compute capacity in the doud. It is designed to make web-ccale AWS for Free
ECZ Fricing computing easier for developers. . )
Amazon EC2 SLA Amazon EC2's simple web service interface allows you to cbtain and

configure capacty with minimal friction. It provides you with complete AWS Froe Tior includes 750
EL2 Instance Types controd of your computing rescurces and lets you run on Amazon's proven hours of Linux or Windows Micro

Log into your AWS account at http://aws.amazon.com/ec2
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1.2. Note your AWS account number

A amazon Web Servies x -

& G hitps:/ /jportal.aws.amazon.com/gp/aws manageYourAccount &"._::-_" o 1Y E
_ _Nonp _
meramazon @ My AccountiConsale *  English *
U8 web services
AWS Products & Solutions - AWS Product Information n Developers =  Support =
Welcoma stephen laviand

Account

Manage Your Account

Account Activity

You can usually find this under My Account under the AWS console. Itis a 12 digit number in
the form XXXX-XXXX-XXXX

2. Get the Metric Insights AMI

After requesting the Metric Insights software from http://www.metricinsights.com/
request_eval.html you will receive an email asking for your AWS Account ID and desired EC2
region. Once you share that information via email, we will respond by sharing an AMI-ID
(Amazon Machine Image Id) that you can use to launch your EC2 image.

3. Launch a Metric Insights EC2 Instance

At this point, you should have received an AMI-ID (Amazon Machine Image ID) for the Metric
Insights server. Use this AMI-ID to launch an EC2 instance

3.1. From the EC2 AWS Console, select the AMIs menu item
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EC2 Management Console x

= Cc ﬁ https://console.aws.amazon.com/fec? fhome?region=us-east-1#s=Home
T Do you want Google Chrome to save your password? Never for this s
ﬁ Services stephen layland +
EC2 Dashboard Getting Started = My Resources
Events q

You are using the following A

To start using Amazon EC2 you will want to resources in the region:

—| INSTANCES launch a virtual server, known as an Amazon
EC2 instance.
Instances 0 Running Instances
Spot Requests Launch Instance 0 EBS Volumes
Reserved Instances
Note: Your instances will launch in the region. 0 Kay Palrs
=] IMAGES
a 0 Placement Groups
AMIs h
Bundle Tasks Service Health =

Events

Service Status

ELASTIC BLOCK STORE & Us East (M. virginia):  No «

Current Status Details
Volumes @
§ Amazon EC2 {US East - N. Virginia) Service is "
Snapshots operating Related Links
normally

3.2. Find the Metric Insights AMI

8 0o / EC2 Management Console X AN
&= c R https:/fconsole.aws.amazon.com/ec2 fhome?region=us-east-1#s=Images
T Do you want Google Chrome to save your password? | Never for this
T Services ~ stephen layland ~
EC2 Dashboard | Register New AMI |
Events 4
Viewing ¥ Owned By Me | All Platforms  # | (ami-aBddcBef |
=) INSTANGES
| Amazon Images |
nstances l| Public Images AMI ID Source
Spot Requests Private Images

No AM  EBS Images
| Instance-5Store Images
32-bit
=| IMAGES 64-bit
AWS Marketplace
AMIs

Bundle Tasks

Reserved Instances

=| ELASTIC BLOCK STORE
Volumes

In the AMI list, insert the AMI-ID in the search bar and select 'All Images'. The search will churn
for a while (maybe 30 seconds)
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3.3. Select the Metric Insights AMI and Launch it

EC2 Managerment Consale = -

- = |‘5| https: / fconsole_ aws. amazon.com/ec? (hometregion=us-east- 1#s=Images IS‘ :::' - 2’
? Do you want Google Chrome to save your password? MNewer for this site Save password

stephen layland ~ M. Virginla ~ Help ~

EC2 Dashboard @ Spot Aequest | Register New AMI ™ & @
‘

Events
Viewing: | Al mages [ AllPlatforms ¢ |(ami-aBédcBof | € € 1tmioriams 3 B
=| INSTANCES
Instances Image Type © Name © AMIID Source Owner
Spot Raquasa & empiy emply | g ami-afddefel | TA3017703118Melric Inzights Demo - 1,0.325 733017703118
Rezarved Instances

3.4. Launch an EC2 instance with enough resources

EC2 Management Console

L C £ hups://console.aws.amazon.com/ec2 /hometregion=us-east- 1#s=LaunchinstanceWizard Q, —
s

? Do you want Coogle Chrome to save your password? Mever for this site Save passw

Request Instances Wizard Cangcel %
O
INSTANCE DETALLS
Provide the detaills for your instance(s). You may also decide whether you want to launch your Instances as "on-demand” or "spot”
instances.
Number of Instances: ] Instance Type: T1 Migro (1.micro, 13 MiB) -
Launch as an EBS-Optir Type CPU Units CPU Cores Memory
apply): T1 Miere (t1.miere)  J Free tier eligible Upto2 ECUs 1 Core 613 MiB
@ Launch Instances| M1 Small (m1.small 1 ECU 1 Core 1.7 Gia
EC2Z Instances let you M1 Medium [ml.medium) & 2 ECUs 1 Core 3.7 Gi3
ey oarge MX2d § 1 Large (m1.large) 4 ECUs 2 Cores 7.5 GiB
M1 Extra Large (m1.xlarge) 8 ECUs 4 Cores 15 GiB
M3 Extra Large (m3.xlarge) 13 ECUs 4 Coves 1568
(") Request Spot Ins{ M3 Double Extra Large (m3.2xlarge) 26 ECUs 8 Cores 30 GiB
M2 High-Memory Extra Large {m2.xlarge} 6.5 ECUs 2 Coves 17.1 GiB
M2 High-Memory Double Extra Large (m2.2xlarge) 13 ECUs 4 Cores 34.2 GIB
M2 High-Memory Quadruple Extra Large (m2.4xlarge) 26 ECUs 8 Cores 68.4 Gi3
C1 High-CPU Medium (c1.medium} 5 ECUs 2 Cores 1.7 Gia
C1 High-CPU Extra Large (cl.xlarge) 20 ECUs B Cores 7 Gig
High I/O Quadruple Extra Large (hil.4xlarge) 35 ECUs 8 Cores 60.5 Gig3
« Back Continus

See the minimum system requirements for the Metric Insights Server and select an appropriate
image size. M1. Mediums are the minimum recommended size.
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3.5. Open the necessary ports for Metric Insights to work

Request Instances Wizard Canar

CHOOSE AN AMI INSTANCE DETAILS CREATE KEY PAIR CONFIGURE FIREWALL
Security groups determine whether a network port is open or blocked on your instances. You may use an existing security group, or we

can help you create a new security group to allow access to your instances using the suggested ports below. Add additional ports now or
update your security group anytime using the Security Groups page.

() Choose one or more of your existing Security Groups

@ Create a new Security Group

Group Name |metric insights |

Group Description  [metric insights |

Inbound Rules

Create a [ Custom TCP rule = ] TCP
new rule:
Port (Service) Source Action
Port range: 8443 |
80 (HTTP) 0.0.0.0/0 Delete
(e.qg., BO or 49152-65535)
443 (HTTPS) 0.0.0.0/0 Delete
Source: |0.0.0.0/0 |
(e.g., 192.168.2.0/24, sg-47ad4B82e, or
1234567890/default)

| 4h Add Rule k

< pack

Add inbound access the following ports to an EC2 Security Group (EC2's firewall)

« 80
« 443
« 8443

If you want to lock down the subnet from which inbound connections are allowed, modify the
Source ip range as well. More information can be found in the EC2 documentation.
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3.6. Launch the image!

EC2 Dashboard Launch Instance  Actions «
Events 4
Viewing: | All Instances + || All Instance Types N I-Cami—aﬁddc :. 1K <
= INSTANCES
| instances Name  Instance AMI ID Type State Status Checks
Spot Requests

™ | empty i -7f221000 ami-aB4dcBcf m1.mediur () running & 2/2 checks pi
[ | empty @ i-660d6a18 ami-abddcBcf m1.small () running Loading...

Reserved Instances

=] IMAGES
AMIs
Bundle Tasks

ELASTIC BLOCK STORE

Volumes
Snapshots
=| NETWORK & SECURITY
1 EC2 Instance selected.
Security Groups
Elastic IPs @ EC2 Instance: i-7f221000

Placement Groups
Load Balancers

ec2-54-242-220-218.compute-1.amazonaws.com

’ Description Status Checks Monitorin
Key Pairs pt 2
AMI: .
Neburark inerfaces Metric Insights Demo - 1.0.325 (ami-a64dc8cf) Alarm Status: none
Zone: us-east-1d Security Groups: defaull

After launching the image, go back to the Instances menu and get the new image's URL
appear in a display similar to the example above
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4. Point your web browser to your new EC2 URL
4.1. Accept the SSL warning

55L Error x

= & [ https://ec2-54-242-220-218.compute-1.amazonaws.com

H This is probably not the site you are looking for!
4

You attempted to reach ec2-54-242-220-218.compute-1.amazonaws.com, but instead you actually
reached a server identifying itself as *.metricinsights.com. This may be caused by a
misconfiguration on the server or by something more serious. An attacker on your network could be
trying to get you to visit a fake (and potentially harmful} version of ec2-54-242-220-218.compute-
1.amazonaws.com.

You should not proceed, especially if you have never seen this warning before for this site.

Proceed anyway Back to safety

P Help me understand

Depending on your browser, you might get an SSL warning because the instance is using a self-
signed certificate
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4.2. Log in to Metric Insights!

Jahttps:ffec2-54-242-220-7

= C {5 bitps: | fec2-54-242-220-218.compute- 1.amazonaws.com/auth index/login

Please Enter your Username and Password

Usermame: | admin |

Password:

LL ALl L |

™ Remember me on this computer

Healp Did you forget your passwond?

Log in with the username and password supplied to you via email.
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1.10 Logging via Splunk (6.x)

By default, Metric Insights 6.1.0 deploys a logger service (rsyslog) that collects all logs and
saves them to /opt/mi/log . Optionally, instead of the default, you can use the Splunk
logging driver that sends container logs to HTTP Event Collector in Splunk Enterprise and
Splunk Cloud.

+ For more information on default logging, refer to Where are all those Log Files? (6.0+)
+ To learn about Splunk logging options, see Splunk logging driver

To configure logging via Splunk, use the process below to replace the default with the
custom Splunk logging driver.

1. Disable the default logging driver

€ Todisable the logger, install Metric Insights application with the option --disable-
logger.

$ ./installer.py --disable-logger

2. Configure the HTTP Event Collector

The HTTP Event Collector is an endpoint allowing developers to send application events
directly to the Splunk software via HTTP or HTTPS using a token-based authentication
model.

A An Administrator role is required to configure a HEC (HTTP Event Collector).

¢  For each of the Metric Insights services, repeat all the steps described below.
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PREREQUISITES:

* Log into Splunk Enterprise (or Splunk Cloud)

2.1. Access the HTTP Event Collector

splunk SPLUNK-FOR-INDUSTRIALIGT
Apps HTTP Event Collector: Deployment 2 &

> Search & Reporting

E Splunk Add el Group Token

Al . A - All Tokens

Apps w | SPLUNK-FORINDUSTRIAL-IOT H

Data inputs

E' ®
Add Data

lt

Monitoring
Console

Administrator v

KNOWLEDGE

Searches, reports, and alerts
Data models

Event types

Tags

Fields

Lookups

User interfpfe

Alert agibns

Ady#ficed search

p configurations

SYSTEM
Server settings
Server controls
Instrumentation

Licensing

Set up data inputs from files and directories, network ports, and scripted inputs. If you want to set up forwarding and receiving betuy#n two Splunk instances, go to Forwarding and receiving

Local inputs
Type

Files & Directories
index a local file or monitor an entire directory.

HTTP Event Collector o
Receive data over HTTP or HTTPS. N/

TP
Listen on a TGP port for incoming data, .g. syslog.

upP
Listen on a UDP port for incoming data, e.g. syslog

Scripts
Run custom scripts to collect or generate more data.

Inputs

12

33

Actions

+ Add new

+ Add new

+ Add new

+ Add new

+ Add new

DATA

(2 |

Forwarding and receiving

Indexes

Report acceleration summaries

Virtual indexes

Source types

DISTRIBUTED ENVIRONMENT
Indexer clustering
Forwarder management
Distributed search

USERS AND AUTHENTICATION

Access controls

To configure an HTTP Event Collector:

1. Go to Settings menu
2. DATA section > select Data inputs
3. Click HTTP Event Collector

2.2. Enable Token use on the instance

NOTE:

+ Events sent without a Token are rejected.
+ Before HEC (HTTP Event Collector) can be properly used, Token usage must be enabled

on the instance.
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£pps ¥ | SPLUNK-FOR-INDUSTRIAL-OT

HTTP Event Collector

Data Inputs » HTTP Event Collector

3 Tokens Appr Allw | filter Q

Name * Actions

Edit Global Settings

All Tokens

Default Source Type

Default Index

Default Output Group

(2)

Enabled Disabled
Select Source Type *
Default v

MNone ~

Q s

20 per page ¥

Source Type + Index Status

Use Deployment Server

Enable SSL |«

HTTP Port Number *

UB

Having accessed the HTTP Event Collector:

1. Click [Global Settings]
2. Enable Tokens
3. Save
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2.3. Add a new token for receiving data over HTTP

*  SPLUNK-FOR-INDUSTRIAL-IOT

HTTP Event Collector

Data Inputs » HTTP Event Collector

3 Tokens App: All = filtes Q

Name < Actions Token Value &

SPLUNK-FOR-INDUSTRIAL-IOT H

Apps ¥

e G I

20 per page ¥

Source Type = Index Status +

Add Dat ®
0 Zow

Select Source Input Settings Review Done

file, or monitor an e

HTTP Event Collector

Configure tokens that clients can use to send data over HTTP or

Name | Metric Insights

HTTPS.

Source name override * | optional
TCP/UDP
« unk to listen on a network port Description © | optional

Scripts
« Output Group (optional)

ny AP, servic

database with a script.

AWS Billing
v illir Enable indexer

acknowledgement

< Back

Configure a new token for receiving data over HTTP. Learn More (2

None =

2.4. Review the settings and submit

PLUNK-FOR-INDUSTRIAL-IOT

*—o—o

Add Data
Select Source Input Settings Review
Q Review
Input Type ..... Token
Name ... e Metric Insights
Source name override N/A
Description SR\ [/}
Enable indexer acknowledg No
Output Group ... NIA
Allowed indexes ... NFA
Default index default
Source Type ... Automatic
App Context ... .. launcher

Done

1. Review: keep the default settings
2. Click [Submit] to proceed
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2.5. Copy the Splunk Token

Apps * | SPLUNK-FOR-INDUSTRIAL-IOT

Add Data ® @ ® o Sl

Select Source Input Settings Review Done

/' Token has been created successfully.

Configure your inputs by going to Settings > Data Inputs

o Token Value = 936a5650-4884-411d-a55a-7fe6d4d
N
o Start Searching Search your data now or see examples and tutorials. 2
=
Add More Data Add more data inputs now or see examples and tutorials. 2
Download Apps Apps help you do more with your data. Learn more. 2

Build Dashboards Visualize your searches. Learn more. [2

1. Copy the generated Token Value
2. Start Searching

3. Reconfigure logging in Metric Insights Docker
Containers

To do the logging reconfiguration, go to the Metric Insights deployment subfolder and
create the logging.yml file inside /opt/mi/config/deployment

PREREQUISITES:

1. Determine Splunk HEC URL http (s)//<splunk_ instance>:8088 (where 8088 is the
HEC default port number determined in Global Settings that can be customized if
needed)

2. Generate and determine HEC Tokens for each service running inside the Docker
Containers

A NOTE:

+ Even though, it is possible to use one Token for all Docker Container Services, we
recommend generating separate Tokens for each Container.
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3.1. Create logging.yml

$ cd /opt/mi/config/deployment/
$ nano logging.yml

$ cat logging.yml

version: "3.4"
services:
web:
logging:

driver: "splunk"

options:
splunk-token: XXXXXXXX-XXXX—XXXX-XXXX-XXXXXXXXKXX
splunk-url: https://<splunk instance>:8088
splunk-insecureskipverify: "true"

labels: web

dataprocessor:

seed:

data-analyzer:

mysql:

3.2. Edit the .env deployment config file

$ nano .env
$ cat .env | grep COMPOSE FILE
COMPOSE_FILE=docker-compose.web.yml:docker-compose.mysqgl.yml:docker-compose.

dataprocessor.yml:docker-compose.seed.yml:docker-compose.data-analyzer.yml:logging.yml
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3.3. Apply the new configuration

$ mi-control up -d
Recreating mi mysqgl 1

Recreating mi_seed 1

4. Check if Metric Insights logs are sent to Splunk

~ | SPLUNK-FOR-INDUSTRIAL-IOT

© Administrator v = . y
o Search & " S
ilhg Global Settings m
Datanpyl  SPlunk Add-on for AWS -
dd-o

Q 20 per page ¥
Splunk Add-on for Unix anc
Linux
Manage Apps Actions Token Value Source Type * Index $  Status

Find More Apps

p: Search & Reporting +  (SEIUNKEORINDUSTRIASION

> Search & Reporting

New Search SaveAs~  Close
source="http:metric insights" o from Sep 24 through Sep 26, 2019 ~
4
~ 5756 events (9/24/19 12:00:00.000 AM to 9/27/19 12:00:00.000 AM)  No Event Sampling ~ Job v s & L 4 FastMode v
Events (5756)  Patterns  Statistics  Visualization
Format Timeline + —Zoom Out Thour per column

Listv . Format 20 Per Page ¥ 2 3 4 5 6 7 8 Next >

< Hide Fields = Al Fields 4| e Eek

> 9/26/19 [l
123:36.513 PM

SELECTED FIELDS

etype 1

INTERESTING FIELDS
aindex 1

# linecount 1

a splunk_server 1

host = stretch | source = http:Metric Insights = Sourcetype = htpevent

To verify that logging is working correctly:

1. Open the Apps menu
2. Select Search & Reporting
3. Enter your search query

If all configured properly, logs will be displayed below.
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1.11 Where are all those Log Files? (6.0+)

As of Release 6.0.0, Metric Insights becomes a dockerized application. All logs from Docker
containers are stored in one directory /opt/mi/log.

+ Deployment details are discussed in Docker Deployment (Simple Installer)

All logs are redirected to the rsyslog service that will store them in files. Alternatively,
Splunk logging service can be used.

Log Files and their description

Types of Logs Description

General logs from the Ul and generator

mi.|og; mi.cebug, mi.eror (migration utility scripts)

dataprocessor.log Logs from the Data Processor service
Logs from the Data Processor Seed Node
seed.log .
service
mysql.log Logs from MySQL service
web.log Logs from the Web Service

Additional Logging options

€ Logging can be configured using System Variables that are available from the UI.

1. To access, go to Admin > System > System Config
2. Click the Edit (Gear) icon to see the Variable's description
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lent v ‘ | {:@}Adminv

System Variables

Change advanced system settings. Changes are not applied until they are committed.

System Variables

Variable Name

ALLOW_EXT_LINK_TRACKING

DATA_COLLECTION_RESULT_LOGGING_EN...

EMAIL_LOGGING

ENABLE_APPLICATION_ERROR_LOGGING_|

ENABLE_METRIC_VALUE_CHANGE_LOGGING

LOG_CALC_TIME

MAX_SIZE_OF DATA_COLLECTION_RESULT

SAML_ASSERTION_ATTRIBUTES_LOGGING
UI_DATA_FETCH_LOGGING_ENABLED

USER_SESSION_LOGGING_ENABLED

Assigned Value
Y

Y

32

4 Discard Changes

[ " Commit Changes

Valid Values
YN
Y.N
YN
YN
Y.N

true false

NY
YN

YN

All

- ¥ logging

@ Uncommitted Changes

Description

Setto Y to track links to 3rd party reporting tool. .

Setto Y for all data collected during Trigger ex...

Y = generate a log file of all e-mail digest activi..
Enables logging of application errors into db ta

Enables logging of changes for metric points

"Broker logging, only use for prefiling. Files can..

Failsafe for situations when large data inserts c_.

Setto ¥ to log data fetches initiated from the U..

Log user sessions

Lo - B - B - B - K - B - B - Y -
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1.12 Where are all those Log Files? (5.6.1 and
lower)

Metric Insights has a number of different pieces to the application. The log files generated
by each of these programs help us to diagnose any issues you may be having with your
installation of Metric Insights. Below you'll find a list of the log files we use and where they
are located.

There is also additional logging that can be turned ON/OFF through the Admin > Utilities >
Config Variables page. See below for more details.

Log Files and Their Locations

1. Application Logging
/var/log/mi.error
/var/log/mi.log
/var/log/mi.debug

2. Data Fetch Request Broker Log: most recent file matching;:
/opt/mi/iv/data/temp/broker/*.log

3. Data Collector Logs:
/opt/mi/datacollector/logs/insight.log
/opt/mi/datacollector/logs/query.log

4. E-mail:
/opt/mi/iv/data/temp/email/*.log

Turning ON and OFF additional debugging logs
There are two additional logging switches that can be enabled for debugging. These can be
turned ON and OFF in the Config Variables page:

1. UI_DATA_FETCH_LOGGING_ENABLED and DATA_COLLECTION_RESULT_LOGGING_ENABLED -
writes full data collection queries and outputs to files in /var/www/iv/data/temp/broker/
2. EMAIL_LOGGING - writes email headers and attempts to /var/www/iv/data/temp/email/
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1.13 Accessing the Metric Insights Log files

Metric Insights has a number of different pieces to the application. The log files generated
by each of these programs help us to diagnose any issues you may be having with your

installation of Metric Insights. Below you'll find a list of the log files we use and where they
are located.

1. Easiest way to access error Log files - via the Status
Monitor

N
What shall we do with the log files? X

o [ Send log files to Metric Insights support
\.___/' || Download log files to my computer

m or cancel

Mar 24 08:15:12 fred MetricinsightsError: http/fred metricinsights comfadminflog/?id=1722001 Last request failed. Message 33

Mo more pages | O

\9/ Get error logs

1. There is a Get error logs button on the Status Monitor > Application Errors tab page.

2. From the pop-up, you can download the logs (zipped) to your local machine, send them to
our support team for assistance, or both.

2. Manually access Log Files

Logs can exist in different locations depending on the Operating System:

* Debian
+ CentOS/RHEL
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2.1. Debian log files

1. Apache error log

+ /var/log/apache2/error.log
+ /var/log/apache2/pyinsight-error.log
* /var/log/apache2/ssl_access.log

2, Report Generator Log - most recent file matching:
* /var/log/mi.debug

3. Data Fetch Request Broker Log: most recent file matching:
+ /opt/mi/iv/data/temp/broker/*.log

4. Data Collector Logs:

+ /opt/mi/datacollector/logs/insight.log
+ /opt/mi/datacollector/logs/query.log

5. Mysql:
+ /var/log/syslog

2.2. CentOS / RHEL log files

1. Apache error log

+ /var/log/httpd/error_log
* /var/log/httpd/pyinsight-error.log
* /var/log/httpd/ssl_access.log

2. Report Generator Log - most recent file matching:
* /var/log/mi.debug

3. Data Fetch Request Broker Log: most recent file matching:
* /opt/mi/iv/data/temp/broker/*.log

4. Data Collector Logs:

+ /opt/mi/datacollector/logs/insight.log
+ /opt/mi/datacollector/logs/query.log

5. Mysql:

* /var/lib/mysqgl/hostname.err [where hostname is the name of the server.]
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1.14 Install or Update Ml via Installation
Packages

This article provides a step-by-step instruction on how to install Metric Insights on your
virtual machine and describes the ways available to update the system to a newer version.

NOTE: Metric Insights by default installs to /opt. MySQL by default installs to /var. The
installer and the application makes use of /tmp. If the three directories live as separate
partitions on the host server, please ensure there is adequate disk space to support the
application and database.

Metric Insights app directory = /opt/mi
MySQL default directory = /var/lib/mysql
Temp files = /tmp

For disk space requirements, please see What are the system requirements for a Metric
Insights server?

1. Connect to the server by ssh

1. Use ssh root@000.000.000.000 and replace the zeros with the server IP address
2. When prompted, enter the root password provided by your IT specialist
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2. Download MI installation package

Cc 0 wwwmetricinsights.com,"downIoad,fMetriclrwsights-\nstal\er—vil( required version ) Bl o
g/mETRlc INSIGHTS Product Solutions Learn Support About Free Trial

4.

Download

Enter your user name and password below

Username *

e

Password *

Metric Insights Software Evaluation Agreement

This Metric Insights Customer Agreement (this "Agreement”) contains the terms and conditions that
govern your access to and use of the Service Offerings (as defined below) and is an agreement
between Metric Insights, Inc. ("Metric Insights”), a California company, with an address at 123 10th
Street, San Francisco, CA 84103, and you or the entity you represent ("User”). This Agreement takes
effect when an Order is signed, when you click an "l Accept” button or check box presented with
these terms, when this agreement is signed between Metric Insights and User, or, if earlier, when

wou use any of the Service Offerings (the "Effective Date"). You represent to us that you are lawfully
able to enter into contracts (e.g., you are not a minor). If you are entering into this Agreement for an
entity, such as the company you work for, you represent to us that you have legal authority to bind

Download license agreemen{'_‘ | agree with these terms and conditions l

oz °©

Depending on the system version your organization plans to install, Metric Insights team will
provide you with a link to a corresponding installation package version

Along with a link, Username and Password should be provided by the Ml support team.;
enter credentials into corresponding fields

Check the box to confirm your agreement with terms and conditions of Metric Insights
usage

Click Submit

The download process of the .zip archive containing all files required to install the system will
begin.

3. Operating Systems Supported

9. redhat CentOS

[

~ (©debian

Versions: 6.6, 7.2 Versions: 6.7,6.9, 7.0, 7.2 Versions: Wheezy, Jessie
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3.1. Additional Actions for Operating Systems

Different operating systems require specific additional steps to be performed before and after
installation process. Refer to the table below to learn additional commands that should be run
for successful package installation.

If you are using a firewall on the linux machine, inbound TCP ports 443 and 8443 are necessary
for Metric Insights to work correctly. To open them use the following commands:

Examples for iptables:

iptables -A INPUT -p tcp --dport 80 -m state --state NEW,ESTABLISHED -j ACCEPT
iptables -A OUTPUT -p tcp --sport 80 -m state --state ESTABLISHED -3j ACCEPT
iptables -A INPUT -p tcp --dport 443 -m state --state NEW,ESTABLISHED -j ACCEPT
iptables -A OUTPUT -p tcp —--sport 443 -m state --state ESTABLISHED -3j ACCEPT
iptables -A INPUT -p tcp --dport 8443 -m state --state NEW,ESTABLISHED -j ACCEPT
iptables -A OUTPUT -p tcp --sport 8443 -m state --state ESTABLISHED -j ACCEPT

Examples for ufw:

ufw allow 80/tcp
ufw allow 443/tcp
ufw allow 8443/tcp

Examples for firewall-cmd:

firewall-cmd --zone=public --add-port=80/tcp --permanent
firewall-cmd --zone=public --add-port=443/tcp --permanent
firewall-cmd --zone=public --add-port=8443/tcp --permanent

firewall-cmd --reload

Operatin
perating Additional steps
System
Centos 6, 1. yum -y update
7 2. sudo yum install epel-release
If you cannot get access to ssh root@000.000.000.000, run the following command to verify
whether the ssh service has been previously installed:
service ssh status
Debian 7

If it is installed, the system will return the OK status, informing you that ssh is running. If the
system perceives this command as unknown, install ssh servoce on Debian:
apt-get install ssh
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1. yum -y update
2. cd /tmp/
RedHat 7 3. wget https://dl.fedoraproject.org/pub/epel/epel-release-latest-7.noarch.rpm

4. sudo yum install epel-release-latest-7.noarch.rpm
5. subscription-manager repos --enable=rhel-7-server-optional-rpms

4. Ensure required Linux packages to support the
application are available

See this article for more details: Operating system linux package requirements / dependencies

5. Unpack the downloaded zip archive using the following
command

tar -xvf MetricInsights-Installer-<version number>.tar.gz

6. Change directory to the new install location

cd MetricInsights-Installer-<version number>

7. Initiate the installation process

./installer.py -vv

NOTE: The installer must be run as root or a user with sudo access.

For additional parameters to use with the installer, please see ./installer.py --help

If you encounter any errors, please contact support@metricinsights.com.

8. Post-checks once the install is complete

Once the installation is complete, confirm the version of Metric Insights from the command line
by running this command:

mi-version

Also confirm that major system services for the application are running without issue:
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+ MySQL/MariaDB service
+ Apache service

+ Cron service

* NTP service

Next, log into the Ul and confirm the version number in the lower left-hand corner of the
homepage. Also check Admin > Status Monitor to get an overview of the application's status.
9. If upgrading by running the installer

First, back up your application before running the installer to upgrade. Run this utility from the
command line:

mi-app-backup -vv

By default, the backup file will save to var/backups/mi-app-backups/. To specify a different path
and for additional parameters to use with the utility, please see mi-app-backup --help .
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1.15 Deploying Metric Insights’' Custom

Mobile Apps at your organization

This document will describe the steps needed to deploy the Metric Insights mobile app on
iO0S; Android is much more simple—a small section at the bottom is dedicated to it.

PREREQUISITES

« Submit your information via the Custom Mobile Build form (please request it from

support@metricinsights.com)

* Receive the Xcode project and APK for your custom mobile build from Metric Insights

team

« Acquire an Apple Developer Enterprise account

Create a new 'Metric Insights' App ID

@ Developer

= Overview

9

L Membership

@ People

® Developer

I Certificates, Identifiers & Profiles ]

o Certificates, IDs & Profiles
4 @
oy

D CloudKit Dashboard

¥ Code-Level Support

[E] Documentation

Forums

)

2¥ Bug Reporter

<D News & Updates

¥ Cerificates
All
Pending
Development

Production

10/ Identifiers

O =~
Y[ rwe- ]

Pass Type IDs
‘Website Push IDs
iCloud Containers

App Groups

[] Devices
All
Apple TV
Apple Watch
iPad

iPhone

iPod Touch

f i0S, OS, watchOS -

Design Develop

Distribute

i0S App IDs

[}

Support Account Q

L)

Yuliia Nesova =

/ :

Getting Started with App IDs

An App ID is a string that defines both a keychain identity and a set of apps you
are developing. Its primary use is as part of a provisioning profile; it specifies
which apps are authorized by the profile to be signed and launched.

Register App IDs

Team agents and admins can manually register App 1Ds and create App IDs

Certificates. Continue

Learn More
Y App Distribution Guide

Log into the iOS Dev Center and open your Account page:

1. From the Program Resources Navigation menu to the left of the screen select Certificates,

IDs & Profiles

2. Inthe opened page select App IDs from the Identifiers section to the left of the screen
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3. Atthe iOS App IDs screen click Add (a plus button)

Register an App ID

D

Registering an App ID

App ID Description

Name. [
N 7

App ID Prefix

App 1D Suffix

1. Define the Name of a new App ID
2. Select Explicit App ID option and define Bundle ID
3. Inthe App Services section make sure to select Push Notifications to enable them for your

application

You should now see the info about App ID that you have created. Click Submit to continue.
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Create a "Metric Insights" Certificate for Push
Notifications

® Developer Discover Design Develop Distribute Support Account Q
Certificates, Identifiers & Profiles Yuliia Nesova
i0S, tvOS, watchOS v i0S Certificates + | [q

V' Certificates | 2 Certificates Total

All | Name Type Expires

Pending — i am i05 Development May 25, 2017

Development

105 Distribution May 25, 2019

Production
10 Identifiers Bt Name: ﬁetriflntsigh-ts, Inc

App IDs & Type: i05 Distribution

Expires:  May 25, 2019
Pass Type IDs

Website Push |Ds Revoke Download

iCloud Containers

App Groups

Generate a certificate for the and upload it the 'certificates' directory on your Metric Insights
instance at:

/opt/mi/iv/data/certificates

Certificate has 2 variants: [app_id].pem (prooduction) and [app_id].dev.pem (development).
For example, 'com.metricinsights.viewer.pem' or 'com.metricinsights.viewer.dev.pem'.

For this reason, we have a Config Variable in Metric Insights that determines which certificate
should be used (see next step).

Define the type of certificate to be used in Metric Insights

—

. Go to Admin > Utilities > Config Variables

2. Search for a MOBILE_PUSH_ENVIRONMENT variable and define which certificate should be
used and click Save in the pop-up

3. Do not forget to click Save changes at the bottom of the Config Variables page to apply the

changes

Once the certificates have been created and are in the appropriate locations, Push Notifications
should begin to work.

NOTE: The certificates should be added to all supported instances (dev, prod, etc.).
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If you have created a passphrase while building the Certificate,
copy it into Metric Insights

Go to Admin > Utilities > Config Variables

Find MOBILE_PUSH_PRIVATE_KEY_PASSPHRASE variable and click a Gear button to edit it
Define a passphrase for this variable and click Save in the pop-up

Do not forget to click Save changes at the bottom of the Config Variables page to apply the
changes

Log out of Flex Alerts on the mobile device, and log back in

Now go back to My Settings page in Metric Insights and try resending the test alert
(described in the step below)

Eal S

o u

NOTE: You'll need to go through these steps for every server that needs to function with the
Dashmonitor app.

Testing Alerts for an individual user

1. In the drop-down menu below your name select My Settings
2. Inthe opened screen click Send a test Alert. Assuming the device is logged in to the
instance from which you are sending the test, you should receive it on your phone

Resending an existing aler

To test Alerts more thoroughly, you can create an Alert and then re-trigger it:
To get the Alert ID:

Find the required Alert

Go the Metric Editor of the Metric where this Alert has fired

Open the Alerting tab; find and copy Alert ID in the Alert History grid

Go to [INSTANCE_URL]/service/ns/alert

Enter Alert ID in the corresponding field and click Send at the bottom of the screen
System informs you whether the alert has been successfully resent

oukwn =

Android Requirements

On Android, there is no additional setup required for receiving Push Notifications. There is a key
pair that comes with the Ml instance and the Android app, and as there is no third party
gatekeeper that manages notifications (e.g. Apple Push Notification Service), it should work as-
is.
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1.16 Deploying Mobile Apps with support for
Deep Links (links to the Metric Insights
Mobile App)

This document describes the basic process for deploying a mobile app with support for
Deep Links (e.g. a link is clicked in an email from Metric Insights, and the Metric Insights
mobile app is opened rather than the web browser).

Note This cannot be done without a custom build from the Metric Insights Engineering
Team.

Provide List of Supported Domains

In order for deep linking to work, the mobile app (iOS or Android) needs to know which
domains to route to the Metric Insights app instead of a web browser.

This is done by including a list of Associated Domains, e.g:

* metricinsights.company.com
* metricinsights-qa.company.com
* metricinsights-dev.company.com

This would support 3 separate metric insights environments (product, development and QA)

Associated Domains need to be applied both in the custom build prepared by Metric Insights,
and in the customer's own Apple Developer Enterprise account:
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& Developer

Certificates, Identifiers & Profiles

< All Identifiers

Edit your App ID Configuration
Platform App ID Prefix
i0S, macOS, tvOS, watchOS H2QPB695AT (Team ID)
Description Bundle ID
Metrics com.metricinsights.metrics (explicit)

You cannot use special characters such as @, &, %, ', "

Capabilities
ENABLED NAME

®\ Access WiFi Information

BB App Groups Enabled App Groups (0)

@ Associated Domains |

a AutoFill Credential Provider

ClassKit

€ Important You will need to provide the Metric Insights Engineering team with your list
of Associated Domains for a custom build with Deep Linking to be prepared.

Define App ID on Metric Insights Server

To set the site association, go to https://<metric insights domain>/apple-app-site-association

(e.g. https://metricinsights.company.com//apple-app-site-association). It should prompt you to
download a file. Proceed and open the file in a text editor.

You'll need to replace the X's in XXXXXXXXXX.com.metricinsights.mobile.ios with your
own App ID:

"applinks": {
"apps": [],
"details": [
{
"appID": "XXXXXXXXXX.com.metricinsights.mobile.ios",
"paths": [ "/deep link*" ]

by
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"webcredentials": {
"apps": [
"XXXXXKXXXXX.com.metricinsights.mobile.ios"

Once the file has been edited, it needs to be uploaded to the server.

Optional: Set Deep Link Prefix

€ This information is provided for your understanding, but we recommend sticking to
the system default ("deep_link") and not making any modifications.

There is a single system Config Variable, MOBILE_DEEP_LINKING_PREFIX that defines the
prefix to place before the trailing URL, e.g. https://<domain>/<deep link prefix>/<remainingurl>
or, expressed more clearly, https://metricinsights.company.com/deep_link/report/index/index/
element/123/segment/456

MOBILE_DEEP_LINKING_PREFIX is set to deep_link by default and does not need to be
changed.

All links in Bursts and other email distributions that include an Element will use this URL
pattern.

Scope of objects that support Deep Linking

Deep linking will work for the following Element types:

1. Reports (including Dimensions)
2. Metrics (including Dimensions)
3. External Reports (including Dimensions)

Technically, each Element supports the following URL pattern

* https://<domain>/deep_link/report/index/index/element/<int value>/segment/<int value>

* https://<domain>/deep_link/chart/index/index/element/<int value>/segment/<int value>

* https://<domain>/deep_link/extreport/index/index/element/<int value>/segment/<int
value>
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1.17 Ml Slackbot deployment

This article provides a step-by-step instruction on how to install the Ml Slackbot on your
server and update the bot to a newer version.

The MI Slackbot is realized as part of the Ml Slack App functionality and works in
conjunction with the Slack App built as bot on the Slack Side. After the Ml Slackbot has
been installed on your Server and the Slack App with bot functions has been built in Slack,
the two have to be connected (M/ Slack App = MI Slackbot + Slack App).

The whole process comprises the following steps:

1. Ml Slackbot deployment

2. Building a bot app for Slack
3. Connecting Slack App to Metric Insights

1. Connect to the server by ssh

1. Use ssh root@000.000.000.000 and replace the zeros with the server IP address.
2. When prompted, enter the root password provided by your IT specialist.
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2. Download the MI Slackbot installation package

(& ] hﬂps:!’_;www.metricinswghts.cum:duwnload;MetriclrsightsVSIackbmf‘u'SB.Z—F.l\I‘Iar.gzl required version l G &

METRIC INSIGHTS Product Solutions Learn Support About Free Trial

o

Download

Enter your user name and password below

Username *

(2)

Password *

Metric Insights Software Evaluation Agreement

This Metric Insights Customer Agreement (this "Agreement") contains the terms and conditions that «
govern your access to and use of the Service Offerings (as defined below) and is an agreement
between Metric Insights, Inc. ("Metric Insights”), a California company, with an address at 123 10th
Street, San Francisco, CA 94103, and you or the entity you represent ("User"). This Agreement takes
effect when an Order is signed, when you click an "l Accept™ button or check box presented with
these terms, when this agreement is signed between Metric Insights and User, or, if earlier, when
you use any of the Service Offerings (the "Effective Date"). You represent to us that you are lawfully
able to enter into contracts (e.g., you are not a minor). If you are entering into this Agreement for an
entity, such as the company you work for, you represent to us that you have legal authority to bind
i A lmELIEr a4 —— :

(R -
Download license agreemen\{_l 1 agree with these terms and conditions ]

oem ©

3.
4,

Depending on the version, you will be given a link to the corresponding Ml Slackbot
installation package.

Along with the link, Username and Password will be provided by the MI support team;

enter these credentials into the respective fields.
Confirm your agreement with the Terms and Conditions of the MI Slackbot usage.
Click [Submit].

This will initiate the download process of the .tar.gz archive (containing all files required to
install the system).
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3. Operating Systems Supported

Linux U bU ntu

N

3
debian CentOS

The list of supported Operating Systems:

Debian 7 (wheezy)

Debian 8 (jessie)

Red Hat Enterprise Linux 7

CentOS 6 (depreciated in Release 5.5)
CentOS 7

Ubuntu 14.04

ouhkwnN =

3.1. Additional Actions for Operating Systems

If you are using a firewall on the Linux machine, inbound TCP ports 80 and 443 are necessary
for the MI Slackbot to work correctly. If they need to be opened, use the following commands:

Examples for iptables:
iptables -A INPUT -p tcp --dport 80 -m state --state NEW,ESTABLISHED -j ACCEPT
iptables -A OUTPUT -p tcp --sport 80 -m state --state ESTABLISHED -j ACCEPT
iptables -A INPUT -p tcp --dport 443 -m state --state NEW,ESTABLISHED -j ACCEPT

iptables -A OUTPUT -p tcp --sport 443 -m state --state ESTABLISHED -j ACCEPT

Examples for ufw:
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ufw allow 80/tcp
ufw allow 443/tcp

Examples for firewall-cmd:

firewall-cmd --zone=public --add-port=80/tcp --permanent

firewall-cmd --zone=public --add-port=443/tcp --permanent

4. Unpack the downloaded .tar.gz archive with the
following command

tar -xfv MetricInsights-Slackbot-<version number>.tar.gz

5. Enter the new unpacked folder

cd MetricInsights-Slackbot-<version number>

6. Initiate the installation process

€ - The MI Slackbot must have an open access to the web.
+ The installation commands below can only be run by a root user.

A The Mi Slackbot can be installed on a server with the pre-installed Ml application
(Version 5.3.0. and beyond).
+ The Slackbot installer will not work with an Ml application prior to 5.3.0

6.1. Install the MI Slackbot on the same server as the main MI
application

./installer.py

Deployment & Configuration Page 75



METRIC INSIGHTS

6.2. Install the MI Slackbot on a separate server

./installer.py —--standalone

6.3. Install the MI Slackbot on a DMZ server

The MI Slackbot can also be deployed within a DMZ (Perimeter) network.

As an external-facing app, the Ml Slackbot must be accessible from the internet. DMZ
deployment allows the Bot app to be reachable from the Public Network, while the data it
queries from Metric Insights remains securely locked within a Private Network.

For details, view the Architecture diagram below.

Public Network DMZ (Perimiter Network) Private Network

RHEL7
2cores / BGB RAM

ssL using

_Simim Secrers—’ Port 443* MI Access Tokens ———p» Port 443

- slack i Siacie o
_ Querias Application Server
slack.com |@f— HTTPS (Using Secret Token) — * ¥
Port 443 m
docker METRIC INSIGHTS
Request_URL T

* MI Slackbot App must be
assigned a Public
IPICNAME

A n case there is a connection issue or a WebSocket failure (check for errors with Slack
connection test), you will need to:
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+ Whitelist the following domains: *.slack.com *.slack-msgs.com *.slack-files.com
*.slack-imgs.com *.slack-edge.com *.slack-core.com *.slack-redir.net
slackb.com edgeapi.slack.com wss-primary.slack.com wss-backup.slack.com wss-
mobile.slack.com app.slack.com a.slack-imgs.com b.slack-imgs.com

+ Check if your proxy is running SSL decryption. If it is, the proxy must either support
WebSockets, or you'll need to exempt the following domains: *.slack-msgs.com wss-
primary.slack.com wss-backup.slack.com wss-mobile.slack.com

For more information, see Manage Slack connection issues

6.4. The list of arguments that can be used during installation

Optional Parameters

-h, --help

-v, --verbose

--path=INSTALL_PATH

-y, --yes

-1, --remove

-p, --purge

--standalone

Show this help message and exit.

Output a diagnostic information for every file processed.
Base path for Metric Insights.

Assume yes on interactive requests.

Remove mi-slackbot from current system.

Purge mi-slackbot data folders and config files.

Install Metric Insight Slackbot as standalone service.

7. The MI Slackbot update via packages

This method only works if the MI Slackbot has been initially installed via the installation
package (as described above).

To update the Ml Slackbot:

1. Download the new package

2. Extract the archive
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3. Install it over the old version

8. What's next?

. Building a bot app for Slack
2. Connecting Slack App to Metric Insights
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1.18 Operating system Linux package
requirements for v6.1+

Metric Insights can be installed on the following Linux operating systems using a package
installer provided by MI Support:

* RHEL

+ CentOS
* Debian
« Ubuntu

If installing on an internally provisioned server, please note the following list of required
linux packages needed to support the Metric Insights application. The application runs
from inside Docker containers deployed to the host system. The packages required are
primarily for supporting Docker and the installer package used for the initial deployment.

Note:
* This list is current for Metric Insights version 6.1.0+

* For Debian deployments, you must have a kernel version 3.10+ for docker support

Linux packages required on host system

+ apt-transport-https

* ca-certificates

* curl

* gnupg2

* gzip

* ntp

« wget

+ software-properties-common
+ docker-ce v17.09.0+

+ docker-compose v1.19.0+

Deployment & Configuration Page 79



1.19 Deploying Container Orchestration with
Docker Swarm

Docker Swarm is an excellent option for container orchestration if you meet the following
conditions:

* Need to utilize existing hardware procured for Metric Insights v5.x
+ Don't have an AWS account to deploy to ECS

« Don't have an Azure account to deploy to AKS

« Don't have an on-premise Kubernetes cluster to deploy

In terms of hardware, for Docker Swarm to work, we would need to deploy Metric Insights
across a minimum of two application servers (with each server serving as nodes for the
containers to run on).*

Please see Operating system Linux package requirements for v6.1+ for host server linux
package requirements.

* Note, for best fault tolerance, three application nodes are recommended.

€ This article will cover the following

Requirements

Preparing for the deployment
Deployment

Architectural Diagram of Docker Swarm

Upgrading Metric Insights to a newer version

i B W N

Requirements

. Docker-CE with swarm mode enabled

2. Connect the required list of nodes to the Docker Swarm cluster

3. Credentials for your private Docker Registry to pull Metric Insights docker images

* You can also pull from Metric Insights' official docker registry (contact
support@metricinsights.com for credentials)

—

4. NFS Share mounted to all nodes to store the Metric Insights file system
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+ This ensures continuous operations where critical application and data files survive and
containers across the cluster continue to run should any nodes go down.

5. Ensure the following ports are open in the load balancer:
+ 80, 443 - HTTP and HTTPS ports for the Web Ul Service (default redirection to 443)
+ 2550 - TCP port for the Data Processor cluster
+ 2551 - TCP port for the Seed Node Service
+ 3306 - MySQL port for external access
+ 8080, 8443 - HTTP and HTTPS ports for the REST API Data Processor Service
+ 8081 - TCP port for Monitoring Tool

Preparing for the deployment

¢ See Docker Commands Cheat Sheet to understand the Docker commands used below.

1. Install all required packages to both application nodes to support Docker

2. Provision a remote MySQL server database to store the application database
« MySQL 5.6/5.7 and MariaDB 10.1/10.2 are currently supported
« MySQL root user required for the deploy

3. Provision an NFS share to mount to all nodes to store the Ml filesystem (default path is
/opt/mi)

4. l|dentify and label the nodes as master and slave:
« For master node, enter the following docker command to label it as master:

docker node update --label-add type=master node master
* For slave node, enter the following docker command to label it as slave:
docker node update --label-add type=worker node slave

5. Download the Metric Insights installer then unpack to the master node (contact
support@metricinsights.com for the installer tarball). This will create an installer directory
from where we can run the installer to generate a Deployment Manifest for Docker Swarm

* tar xf MetricInsights-Installer-v6.x.x-Full.tar.gz

* cd MetricInsights-Installer-v6.x.x-Full

6. Prepare Docker Secret files for each Ml service
* In the installer directory, you can find the template files to generate the secrets in ../utils/
orchestration/swarm/secrets

+ Copy the *.env.example files there to your local directory and rename to *.env

+ Each template file represents a different Ml service:
+ web.env
+ seed.env
* dataprocessor.env
+ data-analyzer.env
* monitoring.env
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+ Edit each template file and update each parameter. Make sure the passwords you
generate are consistent throughout the files

7. Generate the deployment manifest to use with Docker Swarm by running the following from
the installer directory: ./installer.py swarm -o mi-swarm.yml
8. Finally, update the NFS share address in the deployment manifest file:
+ Look for this section and change the address nfs-server.metricinsights.com to the
appropriate NFS share:

data:
driver opts:
type: "nfs"
o: "addr=nfs-server.metricinsights.com,nolock,soft, rw"
device: ":/opt/mi/data/data"

Deployment

To deploy docker swarm using the deployment manifest, use the docker stack
deploy command:

$ docker stack deploy -c mi-swarm.yml --with-registry-auth mi
Creating secret mi mysql

Creating secret mi_ web

Creating secret mi_ dataprocessor

Creating secret mi_ seed

Creating secret mi monitoring

Creating service mi dataprocessor

Creating service mi_seed

Creating service mi_ web

Creating service mi monitoring

* Note, the docker stack deploy command will create the docker secrets required for

each service based on the *.env files. There is no need to create the secrets yourself.
*+ Please see Docker Commands Cheat Sheet for a list of docker commands to use to manage
the deployment.
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Architectural Diagram of Docker Swarm

LS S e e e e S Network Storage

Application Node #1
[Docker Swarm Manager]
Hosted on a

‘Monitoring single DB service

5 ] ! 3 (or separate)
; 1

Web (master)

|
! : | - MySQL
| : |
Load Balancer | 4 (metadata)
tcp ports 80, 443 T S !
8081, 2551, 2550

Application Node #2
[Docker Swarm Worker]

MySQL
(default dataset
storage)

forker | ,"I Mesal
e V ,,f' (high-volume

dataset storage)

Upgrading Metric Insights to a newer version

To upgrade the deployment to a newer version of Metric Insights, simply generate a new config
file using the installer for the new release, then redeploy using docker stack deploy.
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1.20 Docker Commands Cheat Sheet

Here you'll find a list of Docker and Docker Swarm commands you can use to manage Metric
Insights, whether it's a simple deployment or a swarm (orchestrated environment).

Deploying

Getting Information
Getting into container
Getting Logs
Removing

nkhwpn =

1.) Deploying

+ Deploying the swarm:

docker stack deploy -c <deployment manifest>.yml --with-registry-auth
<user used for docker login to pull docker images>

2.) Getting Information

+ Get list of Docker Services:

docker services 1ls

« Check processes for specific Docker Service:

docker service ps <service ID>

* Get more information about a Docker Service:

docker service inspect <service ID>

docker service inspect <service name>

* Get list of running Docker containers (Simple installation):

docker ps

docker ps -a
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+ Get more information about a Docker Container:

docker inspect <container ID>

docker inspect <container ID>

+ Get list of Docker Volumes:

docker volume 1ls

+ Get list of Docker Networks:

docker network 1ls

3.) Getting into container

* For Simple installation:

mi-console

docker exec -it <container name or ID> sh

+ For Docker Swarm and AWS ECS (while being on ECS worker):

docker exec -it <container ID> bash

4.) Getting Logs
+ See full process logs for specific Docker Service:

docker service ps —--no-trunc <service ID>

+ See Docker Container logs:

docker logs <container ID>

docker logs <container name>
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5.) Removing

« Remove Docker Volume:
docker volume rm <volume ID>

docker volume rm <volume name>

« Remove specific Docker Service:
docker service rm <service ID>

docker service rm <service ID>

+ Remove specific Docker Network:

docker network rm <network ID>

docker network rm <network name>

*« Remove all Docker Services / entire Stack:

docker stack rm <stack name>
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1.21 Creating Amazon ECS Scheduled Tasks
for MI utilities

Amazon ECS supports the ability to schedule tasks on either a cron-like schedule orin a
response to CloudWatch Events. This is supported for Amazon ECS tasks using both the Fargate
and EC2 launch types.

If you have tasks to run on a schedule in your cluster, such as a backup operation or a log scan,
you can use the Amazon ECS console to create a CloudWatch Events rule. Your scheduled event
rule can be set to either a specific interval (run every N minutes, hours, or days), or for more
complicated scheduling, you can use a cron expression.

Metric Insights application has its own utilities to create backups of your database and all
critical data of your application server (mi-app-backup tool), as well as synchronize users with
the LDAP server (Idap-user-sync tool). For more information, please refer to:

Backup Your Metric Insights Instance

Syncing Groups and Users from LDAP/AD using 'mi-ldap-usersync' script

If it is not possible to set these 2 tools on the Ml cron job, we strongly recommend to configure
ECS Scheduled Tasks to run these utilities. Follow the below steps to set AWS ECS Scheduled
Tasks.

Create scheduled task in cluster

‘—fl_E_"_ST Services Resource Groups ~ *

Amazon ECS Clusters > 6x-ecs
| clusters @

Task Definitions Cluster : 6x-ecs

Account Settings Get a detailed view of the resources on your cluster.
Amazon EKS

Clusters Status ACTIVE
Amazon ECR Registered container instances 2

Repositories Pending tasks count 0 Fargate, 0 EC2

AWS Marketplace Running tasks count 0 Fargate, 7 EC2

Discover software Active service count 0 Fargate, 6 EC2 o
N~

Subscriptions &
P & Draining service count O Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks Tags Capacity Providers
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Open Amazon ECS console https://console.aws.amazon.com/ecs/
Select the cluster you want to create a scheduled task in

On the cluster page click on Scheduled Tasks Tab

Click Create button

PwWnN-

Configure scheduled task

Create scheduled task

Run Amazon ECS tasks on a cron-like schedule using CloudWatch Events rules and targets.

o Schedule rule name®* | mi-app-backup i
-4

Schedule rule enabled*

Schedule rule description

o Schedule rule type @ Run at fixed interval i ]
—r’ :
Cron expression

o Run at fixed interval 24 hour(s) - (i)
S’

Specify the following;:

—

. Schedule rule name identify your task in scheduled tasks list

2. Schedule rule type choose whether to use a fixed interval schedule or a cron expression for
your scheduled rule

3. Run at fixed interval indicate the interval your task should run at, or set cron expression if it

was selected in the previous step. For more information, see Schedule Expressions for Rules

in the Amazon CloudWatch Events User Guide.
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Specify scheduled targets

Schedule targets

Create one or more task definition targets that run Amazon ECS tasks when the schedule rule is triggered.

Target name

~ mi-app-backup
°' Target id* mi-app-backup
N

o_ Launch type FARGATE @ EC2
=

°_ Task Definition Famiy
= N metricinsights-web - Enter a value

Revision
1 (latest) A
Cluster* Bx-ecs [i]
Number of tasks* | 1 [i]
currenttask role None [i]
Task role override Select role - O

1. Target id specify unique identifier for your target

2. Select Launch type - ECS2
3. Task Definition Family - choose the name of your web slave container from the list

Configure CloudWatch Events IAM role

CloudWatch Events |AM role
CloudwWatch Events makes calls to Amazon ECS to run tasks on your behalf, and it uses this IAM role to get the appropriate permissions to do
s0. If you do not have the ecsEventsRole already, we can create one for You.

CloudWatch Events IAM role for this | ecsEventsRole v O o
target

Container overrides

Y - )
N

Command | mj_app-backup

W/ override €

Environment

variable overrides
o © Add Environment Variable

arget
(o )] crete
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1. Leave ecsEventsRole for CloudWatch Events IAM role for this target
2. expand the web section under Container overrides header
3. Command override: specify the command that should be executed according to the schedule

Command Examples:

mi-app-backup /some/dir -saving tarball in a predefined folder (by default tarball
created under /opt/mi/backup)

mi-app-backup -k2 -keep only last two backups

mi-ldap-usersync provision
"CN=some group,OU=groups,OU=business org,DC=global, DC=myorg, DC=com" --

ldap-host="1ldaps://ldap.internal .myorg.com" --ldap-
user="cn=miadmin, cn=users,dc=global,dc=myorg,dc=com" --ldap-
pass="password" --verbose - basic provision command for syncing LDAP/AD groups and

users in Metric Insights.

To run a custom script, please save the script in the directory /opt/mi/custom/scripts and
indicate the full path to script in Command override field. For example: ./opt/mi/custom/scripts/
MIAppBackup.sh

4. After specifying the command, click Create.

Command line can contain optional parameters for running command. For more information
on the options available, please refer to:

Backup Your Metric Insights Instance
Syncing Groups and Users from LDAP/AD using 'mi-ldap-usersync' script
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1.22 Deploy Metric Insights on Kubernetes

Leveraging Kubernetes (K8) for highly scalable container orchestration is a great option. It's
an open-source framework so while there are many Kubernetes providers (Azure, GCP, TKE,
etc.), deployment is generally the same across said providers. In summary, initial
deployment requires a deployment configuration file and docker images for each of the
Metric Insights services. Let's walk through the process together below.

Deployment process:

1. Understanding Application Architecture in Kubernetes
2. Prerequisites

1. Select Storage Class for Persistent Volumes

2. Choose Ingress Controller Type

Obtain Docker Registry Credentials

Create Secrets for Docker Registry

Create & Upload Secrets for Each Ml Service

Deploy Load Balancers for External Communications to Data Processor & Seed
Create Deployment Configuration File to Deploy Metric Insights Application
Confirm Metric Insights is Deployed in Kubernetes Dashboard

Access Metric Insights Application in Browser

o1 00 Noy Ui B W)

For non-orchestrated environments, see the help article on using Simple Installer.

1. Understanding Application Architecture in Kubernetes

Below is an architectural diagram of Metric Insights deployed in Kubernetes Namespace. A
namespace is a virtual cluster that consists of several Nodes (servers). The nodes host Pods
which is essentially a Container. Metric Insights consists of services that run inside their
own container, rooted to a shared file system for persistence.
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The deployment scheme consists of the following services deployed in individual pods (1
service per pod):

Required services:

Web Master
Web Slave
Data Analyzer
Data Processor
Seed
Monitoring

ouhkwnN =

Optional services:

1. Remote Data Processor 1
2. Remote Data Processor 2

Additional items of note:

* A minimum of 3 Nodes are required for automatic failover

« MySQL is required to host the Metric Insights application database, and it should run on
a remote server

+ Persistent storage is required for the shared file system

2. Prerequisites

The following is required to deploy to Kubernetes:
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« Access to the Kubernetes Dashboard (Web Ul)

Kubectl command-line tool to manage the Kubernetes Cluster

* Remote database server to host the application database (e.g., MySQL/MariaDB)
Persistent shared storage (e.g., NFS, Portworx)

The following ports must also be open on the network:

+ 80, 443 - HTTP/HTTPS ports for Ul access

« 2550 - TCP port for the Data Processor cluster within the kubernetes namespace
+ 2551 - TCP port for the Seed service within the kubernetes namespace

+ 32550 - TCP port for external access to the Data Processor cluster

+ 32551 - TCP port for external access to the Seed service

+ 3306 - MySQL port

+ 8080, 8443 - HTTP/HTTPS ports for the REST API Data Processor service

+ 8081 - TCP port for the Monitoring Tool

Kubernetes namespace requirements:

1. Create a unique namespacefor Metric Insights:
* How to deploy a Kubernetes cluster: https://kubernetes.io/docs/setup/
+ How to create a unique namespace: https://kubernetes.io/docs/tasks/administer-cluster/
namespaces-walkthrough/#create-new-namespaces
* Azure AKS: https://docs.microsoft.com/en-us/azure/aks/
« Amazon EKS: https://aws.amazon.com/eks/

2. Mount persistent storage volumes to the namespace. See Select a Storage Class for
Persistent Volumes below for more.
3. Configure an ingress controller to allow incoming connections to the namespace (Ul access

in a browser). See Choose an Ingress Controller type below for more.

€ The main services (web, data analyzer, data processor, seed, monitoring) can be
installed separately depending on the needs of your deployment.

2.1. Select a Storage Class for Persistent Volumes

Metric Insights supports the following Storage Classes for the application file system, which
is shared across pods as persistent volumes. Supported types are NFS and Portworx.

If using an NFS server hosted on Linux, please configure the mounted share as follows:
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* In /etc/exports, set the mounted share to /opt/mi with the following options:

* rw,fsid=1,crossmnt,no subtree check,no root squash,async)

If using Portworx, identify the exact class name to use for the deployment.

* The class name must also be enabled for multi-node volume attachment.

Running the installer to set the storage class for the deployment configuration file:

$ ./installer.py kubernetes --storage-class <nfs/portworx>

2.2. Choose an Ingress Controller type

Metric Insights supports the following Ingress Controller Types for incoming traffic from
outside of the namespace. For example, users opening the application in a browser will be
routed through the Ingress Controller. Supported types are:

* Nginx
* Traefik v1.7

Note, for Traefik v1.7, TCP ports are not supported. So for external communications to Seed
and Data Processor, additional load balancers must be deployed. See Deploy Load
Balancers for external communications to Data Processor & Seed for more.

Running the installer to set the ingress controller type for the deployment configuration file:

$ ./installer.py kubernetes --ingress-controller-type <nginx/traefik>

3. Obtain Docker Registry Credentials

A Contact Ml Support for access to the official Metric Insights Docker Registry.
Credentials are needed to pull docker images for each Metric Insights service.

* Note, the MI Docker Registry address (docker.metricinsights.com:5002) is specified in
the deployment configuration file: metricinsights-6.x.x.yml .
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4. Create Secrets for Docker Registry

€) Before deploying to Kubernetes, Docker Registry credentials must be registered as
Secret for K8 to reference. Metric Insights uses a secret labeled docker-

registry to authenticate against a docker registry to pull docker images.

* Note, Secret is Kubernetes Object for storing and managing sensitive information like
passwords and OAuth tokens. See Kubernetes Secrets for more.

Create Secret for Docker Registry credentials using kubectl:

kubectl --namespace <MI-namespace> create secret docker-registry <secret-name> --docker-
server <docker-registry-url> --docker-username <username> --docker-password <password> -

—-docker-email <email-address>

5. Create & Upload Secrets for Each MI Service

Metric Insights provides template files (environment variables) to create secrets for each service:

* web.env

+ dataprocessor.env
+ seed.env

+ mysql.secret

+ data_analyzer.env
* monitoring.env

Templates for each are available in the installer directory: MetricInsights-Installer-
v6.x.x-Full/utils/orchestration/kubernetes/secrets/

1. Copy each template file from the installer directory to your working directory
2. The template files are saved with the extension .example (e.g., web.env.example). Rename
each file by removing the .example extension.
3. Open each file in an editor and update all fields. Ensure passwords are consistent between
files.
* You can encode passwords of our choice or create random passwords.
« Toencode, run echo -n '<password>' | base64
« To generate a random password, run openssl rand -base64 8 | tr -d /=+ |
cut -c -11

4. Create the secrets for each service by uploading each file to the namespace using kubectl:

S kubectl --namespace <MI-namespace> create secret generic metricinsights-web --from-
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file web.env

$ kubectl --namespace <MI-namespace> create secret generic metricinsights-dataprocessor
--from-file dataprocessor.env

$ kubectl --namespace <MI-namespace> create secret generic metricinsights-seed --from-
file seed.env

$ kubectl --namespace <MI-namespace> create secret generic metricinsights-mysgl-root-
password --from-file mysql.secret

$ kubectl --namespace <MI-namespace> create secret generic metricinsights-data-analyzer
--from-file data-analyzer.env

$ kubectl --namespace <MI-namespace> create secret generic metricinsights-monitoring --

from-file monitoring.env

6. Deploy Load Balancers for External Communications to
Data Processor & Seed

This step is critical if you plan on integrating with Bl Tools that require a Remote Data Processor
to run on a Windows machine (e.g., Power BI, Qlik Sense, Tibco Spotfire, etc.)

For the Remote Data Processor to communicate with the Local Data Processor in Kubernetes,
deploy additional Load Balancers to handle external TCP traffic. Make sure the following ports
are open on the load balancers:

+ 32550 (data processor)
« 32551 (seed)

Note, additional load balancers are needed because K8 Ingress Controller types like Traefik only
handle HTTP/HTTPS traffic and not TCP. Comparatively, for an ingress controller like Nginx, you
can use a combination of the ingress controller + nodeports for external communications, or
deploy load balancers as their own service (separate pods).

For the public hostname, we recommend using the hostname of the K8 master node and
adding "dataprocessor" or "seed" to the name to keep things simple. For example, if the
hostname of the master node (the hostname by which users will access the Ul in a browser) is
customName.companyName.com then you can map the following for the Data Processor LB:
customName-dataprocessor.companyName.com.

Once the load balancers are deployed and a public hostname is set, update the following
parameters in either the Data Processor secrets file (dataprocessor.env) or in the K8
deployment manifest file (metricinsights-6.x.x.yml):

* DATAPROCESSOR_HOSTNAME
+ DATAPROCESSOR_SEED_HOSTNAME

Here's an example for the deployment configuration file:
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env:
- name: SPRING PROFILES ACTIVE
value: "singleton, swagger,admin”
- name: DATAPROCESSOR HOSTNAME
value: "metricinsights-dataprocessor"
- name: DATAPROCESSOR_ SEED HOSTNAME
value: "metricinsights-seed"
- name: DATAPROCESSOR_ SEED BIND PORT
value: "2551"

7. Create Deployment Configuration File to Deploy Metric
Insights Application

To create a Kubernetes Deployment configuration file (also called a manifest), use the Ml
installer to generate a yaml file. Here's an example where we are setting the following values:

+ Storage Type = NFS

* Ingress Controller = Nginx
* Private Docker Registry

« Data Processor Hostname

$ ./installer.py kubernetes --storage-class nfs --nfs-server-address <nfs.example.com> -

-ingress-controller-type nginx --hostname <MI-hostname> --dp-hostname

<dataprocessor hostname> --registry <registry-url> -o metricinsights-6.1.3.yml

The key here is using the -0 option for the output file and then specifying a file name with a
*,yml extension (yaml file).

¢ See /installer.py kubernetes -h for more options.
Next, deploy the Metric Insights application to the K8 namespace using the newly created
deployment configuration file:

S kubectl --namespace <MI-namespace> apply -f metricinsights-6.1.3.yml

You should see the services and pods being created as soon as the yaml file is applied.
The kubectl apply output should look something like this:

S kubectl --namespace <MI-namespace> apply -f metricinsights-6.1.3.yml
service/metricinsights-web created
deployment.apps/metricinsights-web-master created

deployment.apps/metricinsights-web-slave created
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service/metricinsights-seed created
deployment.apps/metricinsights-seed created
service/metricinsights—-dataprocessor created
service/metricinsights-data-analyzer created
deployment.apps/metricinsights-data-analyzer created
persistentvolume/metricinsights-v6l3-data created
persistentvolumeclaim/metricinsights-v613-data created
persistentvolume/metricinsights-v613-ssl created
persistentvolumeclaim/metricinsights-v613-ssl created
persistentvolume/metricinsights-v61l3-external-1libs created
persistentvolumeclaim/metricinsights-v6l3-external-1ibs created

ingress.extensions/metricinsights-ingress—-nginx created

8. Confirm Metric Insights is Deployed in Kubernetes
Dashboard

Once the deployment is complete, log into the Kubernetes Dashboard to confirm Metric
Insights is available. See the image below as a reference.

kubernetes Q  search + CREATE
= Workloads > Deployments
Roles
Storage Classes CPU usage Memory usage ()
Namespace 0225 saan
0200 466
default  ~ = B
8 0.150] Zawa
2 o100 zona
Overview 2 g
S 0050 Z 116G
Workloads A 2013 20016 20:20 2023 20:25 A 2013 2015 20016 20018 20:20 2021 2023 20:25
Time Time

Cron Jobs

Daemon Sets

Deployments Deployments =
Jobs
Name & Labels Pods Age = Images

Pods
Replica Sets @ metricinsights-rdp2 app: rdp2 11 8 days docker. hts.com:5002/d rel..
Replication Controllers @ meticinsights-rdp1 app: rdp1 11 8 days docker. hts.com:5002/d: rel.
Stateful Sets

@ metricinsights-dataprocessor app: dataprocessor 11 8 days docker. com:500: rel..

Discovery and Load Balancing

@ metricinsights-seed app: seed 1/1 8 days docker. hts.com:5002/d:
Ingresses

& metricinsights-web-replica app: web 11 8 days docker, hts.com:5002/mi-appl 1/rel
Services

@ metricinsights-web app: web 11 13 days docker. hts.com:5002/mi-appli /rel

Config and Storage

Config Maps
Persistent Volume Claims

Secrets

Settings

About
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9. Access Metric Insights Application in Browser

Now that Metric Insights is up and running in Kubernetes, the web Ul is accessible through the
requested Hostname or IP Address:

* The hostname and ip address can be for the Ingress Controller or the Kubernetes worker
node + port 80/443 on which the Web pod is running.

€ Tolearn how to administer Metric Insights in Kubernetes, see Administering Metric
Insights in Kubernetes
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1.23 Kubectl Commands Cheat Sheet

Here you'll find a list of kubectl commands you can use to manage Metric Insights if deployed

in Kubernetes.

1.) Deploying

2.) Getting Information

3.) Getting into Pods with containers
4.) Getting Logs

5.) Deleting

nkhwpn =

1.) Deploying

+ Deploy Metric Insights in the namespace using a configuration file:

kubectl --namespace <MI-namespace> apply -f <configuration-file>.yml

2.) Getting Information

+ Get list of all services in the namespace:

kubectl get services -n <MI-namespace>

+ Get list of pods in the namespace:

kubectl get pods -n <MI-namespace>
kubectl get pods -n <MI-namespace> -o wide

kubectl get pods --all-namespaces

kubectl get pods --sort-by='.status.containerStatuses[0].restartCount'’

+ Get detailed information about each pod:

kubectl describe pods -n <MI-namespace> -0 wide

* Get list of events sorted by timestamp:

kubectl get events --sort-by=.metadata.creationTimestamp
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3.) Opening a Bash Shell inside a Pod

+ Open a bash shell for a specific pod:

kubectl exec -it <pod-ID> -n <MI-namespace> bash

4.) Getting Logs

+ See logs for a specific pod:

kubectl logs <pod-ID>

kubectl logs -f <pod-ID>

5.) Deleting
+ Deleting pods and services (to generate a new pod):

kubectl -n <MI-namespace> delete pod <pod-ID>

kubectl -n <MI-namespace> delete svc <service-ID>

kubectl -n <MI-namespace> delete pod/svc --all

+ Deleting all resources in the namespace

kubectl -n <MI-namespace> delete -f <configuration-file>.yml
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1.24 Administer Metric Insights in
Kubernetes

There are two primary options for administering the Metric Insights Kubernetes cluster:

« Kubernetes Dashboard (a web-based user interface)

« Kubectl (command-line tool):
« Can be installed in both Linux and Windows environments
* Must be able to reach the Kubernetes cluster

This article covers the following:

1. Kubernetes Dashboard

1. Accessing Metric Insights Deployment from Kubernetes Dashboard
2. Accessing Container Logs in Kubernetes
3. Accessing Container Logs via Splunk

2. Kubectl
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1. Kubernetes Dashboard

Accessing Metric Insights Deployment from Kubernetes

Dashboard

kubernetes Q search

~+ CREATE
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About

In the image above, you can see the list of Metric Insights services under the Deployments
menu option. One service corresponds to one pod in the namespace. Let's take a closer look at

the pods below.
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A pod is a unit of deployment, and in the case of Metric Insights, it equals 1 application service
(packaged inside a container). Accessing the Pods menu allows you to get information about
each pod as well as enter the container to view the file system, run commands, and get logging.

Go to Navigation Menu > Pods

Select Pod to open Pod's Detail Page

Click [EXEC] to open the shell console

Use the shell console to view the file system and run commands

AN =
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Accessing Container Logs in Kubernetes

kubernetes ° Q  search e + CREATE

Workloads > Pods > metri hts-web-5f9555cf6c-viwgx

Cluster
CPU usage Memory usage ®
Namespaces
Nodee 0.079, 772 Mi
0070 & 687 M|
Persistent Volumes P g
£ oo £ stswi
e S 0035 2 343Mi
2 £
Storage Classes S o018 S 2w
%0 1243 1246 1250 1254 30 1241 1243 1245 1246 1248 1250 1251 12:54
Time Time
default
Overview Details
Workloads Name: metricinsights-web-5f9555cf6c-viwgx Network
i Namespace: default Node:
Labels: W -template-hash: 5f¢ i 1P:
D appiweb  pod-template-hash: 59555cf6e
Creation Time: 2019-04-03T05:06 UTC
Deployments
Status: Running
Jobs
QoS Class: BestEffort
Pods o
=
kubernetes Q  search + CREATE

Cluster
Logs from web ~ in metricinsights-web-5f9555cféc-viwgx ~ A T 8 ¥ 0 3

Namespaces
2019-64-85 10:17:01,966 INFO reaped unknown pid 14618

Nodes 2019-04-85 10 86 INFO reaped unknown pid 14621
Persistent Volumes 2019-04-05 10 91 INFO reaped unknown pid 14667
18.15.8.60 - - [85/Apr/2019:10:17:17 +88@@] "GET /monitor/index/get-time/ajax/Y/sinple/Y?_=1554453248434 HTTP/1.1" 208 4648 "https://mi6@laks-1lb.metricinsights.con/hone" "Mozilla/5.8
Ress (Windows NT 10.9; Win6d; x64) AppleNebKit/537.36 (KHTHL, like Gecko) Chrome/72.8.3626.121 Safari/537.36"
S ETD 10.15.0.58 - - [05/Apr/2019:10:17:48 +6088] "GET /monitor/index/get-time/ajax/Y/simple/Y?_=1554453248435 HTTP/1.1" 208 1122 "https://mi6@1aks-1b.metricinsights.com/home" “Mozilla/5.8
(Windows NT 18.0; Win6d; x64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/72.8.3626.121 Safari/537.36
2019-04-05 10:18:01,735 INFO reaped unknown pid 14762
1,740 INFO reaped unknown pid 14708
default  ~ 754 INFO reaped unknown pid 14704
55 INFO reaped unknown pid 14718
2019-04-05 10 63 INFO reaped unknown pid 14763
Overview 10.15.0.58 - - [05/Apr/2019:10:18:19 +0008] "GET /monitor/index/get-time/ajax/Y/simple/Y?_=1554453248436 HTTP/1.1" 208 1122 "https://mi6@laks-1b.metricinsights.com/home” “"Mozilla/5.0
(Windows NT 18.0; Win6d; x64) AppleNebKit/537.36 (KHTML, like Gecko) Chrome/72.8.3626.121 Safari/537.36
Workloads 2019-04-05 10:19:01,925 INFO reaped unknown pid 14799
2019-04-05 10:19:01,936 INFO reaped unknown pid 14807
Cron Jobs 2019-84-05 10:19:10,865 INFO reaped unknown pid 14852

By default, each of the Metric Insights Services prints its own logs to stdout.
To view the logs:

1. Go to the Navigation Menu > Pods

2. Select Pod to open Pod's Detail Page
3. Click [LOGS]
4.

Logs generally show the boot process of the container and the running application service

+ e.g., for the Web service: apache logs, https requests, and other provisioning info

+ e.g., for the Data Processor service: logs from the Java application

You can also enter the container to view the application logs directly. The logs can also

be downloaded from the Metric Insights Ul.
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Accessing Container Logs via Splunk

Instead of using the default logging service, you can use the Splunk logging driver to send
container logs to Splunk Enterprise and Cloud. The logs are sent to Splunk HTTP Event
Collector.

* See Logging via Splunk (6.x) on how to configure it.

2. Kubectl

To use kubectl, you must install the tool on a machine that can access the Kubernetes cluster.
The tool can be installed on Linux, Windows, and MacOS. See Install Kubectl for steps on how to
install and configure the tool.

As for using the tool itself, here's an example of a kubectl command to get a list of pods for a
namespace named MI:

# kubectl --namespace mi get pods

For more useful kubectl commands to manage Metric Insights, see Kubectl Commands Cheat
Sheet.
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1.25 Deploy Metric Insights on OpenShift

OpenShift is Red Hat's version of Kubernetes. It is a viable option for container
orchestration, especially if your organization already has a Red Hat subscription.

Deploying to OpenShift requires a deployment configuration file and docker images for each
of the Metric Insights services. Let's walk through the process below.

Deployment process:

1. Understanding Application Architecture
2. Prerequisites
1. Storage Class for Persistent Volumes

Obtain Docker Registry Credentials

Create Secret for Docker Registry

Create Secrets for Each Metric Insights Service

Create Configuration File and Deployment of Metric Insights Application
Create Routes

Access Metric Insights Application in Browser

O N o AW

For non-orchestrated environments, see the help article on using Simple Installer.

1. Understanding Application Architecture

Below is an architectural diagram of Metric Insights deployed in Kubernetes Namespace. A
namespace is a virtual cluster that consists of several Nodes (servers). The nodes host Pods
which is essentially a Container. Metric Insights consists of services that run inside their
own container, rooted to a shared file system for persistence.
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The deployment scheme consists of the following services deployed in individual pods (1
service per pod):

Required services:

Web Master
Data Analyzer
Data Processor
Seed
Monitoring

Lk wn =

Optional services:

1. Web Slave
2. Remote Data Processor 1
3. Remote Data Processor 2

Additional items of note:

* A minimum of 3 Nodes are required for automatic failover

« MySQL is required to host the Metric Insights application database, and it should run on
a remote server

+ Persistent storage is required for the shared file system

2. Prerequisites

The following is required to deploy to OpenShift:
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*+ Access to the OpenShift Dashboard (Web Ul)

« OpenShift Container Platform command line interface (CLI)

+ Remote database server to host the application database (e.g., MySQL 8)

* Persistent shared storage (e.g., NFS)

« OpenShift Project for Metric Insights application:
to create new project in OpenShift Dashboard click on Create Project (1) — fill text boxes (2)
— click Create

Browse Cata|0g Deploy Image  Import YAML/JSON  Select from Project

Languages  Databases  Middleware  CI/CD  Other

Filter v = 41 Items

NET NET NET NET = ﬁfj

NET Core NET Core + PostgreSQL .NET Core Example NET Core Runtime Example 3scale-gateway amp-apicast-wildcard-
(Persistent) router

0 / / @ @ “w

amp-pvc Apache HTTP Server Apache HTTP Server (httpd) CakePHP + MySQL CakePHP + MySQL Dancer + MySQL
(Ephemeral)

w A 3 A

Dancer + MySQL Django + PostgresQL Django + PostgresQL Jenkins Jenkins (Ephemeral) MariaDB
(Ephemeral) (Ephemeral)

2.1. Storage Class for Persistent Volumes

Openshift deployment supports only NFS type for the application file system, which is
shared across pods as persistent volumes.

For NFS server hosted on Linux, please configure the mounted share as follows:

+ In /etc/exports, set the mounted share to /opt/mi with the following options:

* rw,fsid=1,crossmnt,no subtree check,no root squash,async)

3. Obtain Docker Registry Credentials

Contact Metric Insights Support for access to the official Metric Insights Docker
Registry. Credentials are needed to pull docker images for each Metric Insights service.
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* Note, the Metric Insights Docker Registry address (docker.metricinsights.com:5002) is
specified in the deployment configuration file.

4. Create Secret for Docker Registry

Before deploying to OpenShift, Docker Registry credentials must be registered as a
Secret for K8 to reference. Metric Insights uses a secret labeled docker-registry to

authenticate against a docker registry to pull docker images.

* Note, a Secret is an object for storing and managing sensitive information like
passwords and OAuth tokens. See Kubernetes/OpenShift Secrets for more.

Create a Secret for Docker Registry credentials using the OpenShift Dashboard:

o Select the Metric Insights project:

@  &admin v

Q srsncoaoe ] T I

Browse Catalog Deploy Image  Import YAML/JSON  Select from Project 5 of 43 Projects

Languages  Databases  Middleware  CI/CD  Other

Filter v 41 Items

NET NET NET NET (i< FD

NET Core _NET Core + PostgreSQL NET Core Example .NET Core Runtime Example 3scale-gateway amp-apicast-wildcard-
(Persistent) router

D / / e o “w

amp-pvc Apache HTTP Server Apache HTTP Server (httpd) CakePHP + MySQL CakePHP + MySQL Dancer + MySQL
(Ephemeraly

Management Infrastructure

“» e e A

Dancer + MySQL Django + PostgreSQL Django + PostgreSQL Jenkins Jenkins (Ephemeral) MariaDB

> Navigate to Resources — Secrets:
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Resources

Get started with your project.

Add content te your project from the catalog of web frameworks, databases, and other
components. You may also deploy an existing image, create or replace resources from their YAML

or JSON definitions, or select an item shared from another project

Browse Catalog

Deploy image Import YAML / JSON Select from Project

o Click on Create Secret button:

( Secrets Lo /V Creste secret

Add
pplicati

Name Type Created
Build

builder-dockercfg-l6nzt kubernetes io/dockercfg 3 hours ago

default-deckercfg-jpwfs kubernetes io/dockercfg 3 hours ago
Resources >

deployer-dockerclg-csqog kubernetes io/dockercig 3 hours ago
Storag builder-token-chrfx kubernetes jofservice-account-token 3 hours ago

builder-token-f2rgb kubernetes iofservice-account-token 3 hours ago
Monitoring . N . _

° default-token-9w2x kubernetes.iofservice-account-token 3 hours ago
default-toks kubernetes iofservice-account-token 3 hours ago
deployer-toke kubernetes iofservice-account-token 3 hours ago
deployer-tok kubernetesio/service-account-token 3 hours ago

o Edit fields with the following values and click on Create button:
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Secrets » Create Secret

Create Secret

Applications Secrets allow you to authenticate to-a private Git repesitory or a private image registry.

Secret Type

Builds Image Secret

* Secret Name
Resources > metricinsights-docker-registry

Unique name of the new secret

Authentication Type

Image Registry Credentials

Monitoring * Image Registry Server Address

docker.metricinsights.com:5002

* Username

installer

* password

* Email

your@mail.com

(] Link secretto a service account. Learn More

B3 o

5. Create Secrets for Each Metric Insights Service

Metric Insights provides template files (environment variables) to create secrets for each service:

+ web.env

* dataprocessor.env
+ seed.env

* mysql.secret

+ data_analyzer.env
* monitoring.env

Templates for each are available in the installer directory: MetricInsights-Installer-

v6.x.x-Full/utils/orchestration/kubernetes/secrets/

1. Copy each template file from the installer directory to your working directory
2. The template files are saved with the extension .j2 (e.g., web.env.j2). Rename each file by
removing the .j2 extension.
3. Open each file in an editor and update all fields. Ensure passwords are consistent between
files.
* You can encode passwords of our choice or create random passwords.
« Toencode, run echo -n '<password>' | base64
+ To generate a random password, run openssl rand -base64 8 | tr -d /=+ |
cut -c -11

4. Create the secrets for each service with Secret Type: Generic Secret by uploading each file
to the form (1) or copy-paste content to the appropriate field (2).
Here's an example for data-analyzer.env:
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ecrets > Create Secret

Create Secret

Secrets allov

you to authenticate to a private Git repository or a private image registry

Secret Type

Generic Secret ~
* Secret Name

metricinsights-data-analyzer

Unique name of the new secret,

*Key
data-analyzer.env

A unique key for this secr

Value

Browse...

avalue for the secret entry or use the contents of a file

alue
MYSQL_HOSTNAME=192.168.33.10
MYSQL_PORT-3306

MYSQL_DATABASE=dashboard
MYSQL_PASSHORD=FUSOKMHr 3hqkaNtSL

5 MYSQL_USER=mi_read

6 MONITORING_ACCESS_TOKEN-ZKPSHBsiueSchBp2G

3

Remove

Add Item

B3 o

Example for dataprocessor.env:

Add to Project v

Secrets » Create Secret

Create Secret

Applications Secrets allow y

to authenticate to a private Git repository or a private image registry.
Secret Type
Builds Generic Secret .
* Secret Name

Resources > metricinsights-dataprocessor

* Key
dataprocessor.env

A unique key for t

ecret entry.

onitoring
Value

Browse...

avalue for the secret entry or use the contents of a file

MYSQL_HOSTNAME=192.168.33.10

MYSQL_PORT=3306

MYSQL_DATABASE-dashboard

MYSQL_DATAPROCES SOR_PASSWORD=wp18ikB21X5g70h9V
DP_USERNAME=dataprocessor

DP_PASSWORD=u8kz SMo7HPS 2wFh 10
MONITORING_ACCESS_TOKEN=ZKPSHBS1ueSchBp2G

Rer

Add Item

B o

Example for monitoring.env:
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Add to Project v

Secrets » Create Secret

Create Secret

Applic rets allov to authenticate to a private Git repesitory or a private image registry.

Secret Type
iilds Generic Secret -
* Secret Name

Resources > metricinsights-monitoring

Unique name of the cret.
g * Key
monitoring.env
Monitoring

Browse...

MONITORING_READ_TOKEN=66pf4vazvHgnWlw7C
MONITORING_WRITE_TOKEN=ZKPSHBsiue5chBp2G
MONITORING_USERNAME=admin
MONITORING_PASSWORD=ri@bOPtmdjKT2Ti1C

Add Item

B3 o

Add to Project v

Secrets » Create Secret

Create Secret

Applic Secrets allow you to authenticate to a private Git repository or a private image registry.
Secret Type
Builds Generic Secret .

* Secret Name

Resources 2 metricinsights-mysql-root-password
Unique name of the new secret.
g * Key
mysqlsecret

A unique key for this secr

Value

Browse...

avalue for the secret entry or use the contents of a file

Add Item

B3 o

Example for seed.env:
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Add to Project v

Secrets » Create Secret

Create Secret

ApE Secrets allow you to authenticate to a private Git repository or a private image registry
Secret Type
Builds Generic Secret .

* Secret Name
#] Resources > metricinsights-seed
Unique name of the new secret
*Key
seed.env
cstonng Aunique key for this secret entry.
Value

Browse...

Enter a value for the secret entry or use the contents of a file

MONITORING_ACCESS_TOKEN=ZKPSH8s1ue5chBp2G

Remove tem | Add Item

B

Example for web.env:

Add to Project v

Create Secret

Create Secret

ApE Secrets allow you to authenticate to a private Git repository or a private image registry.
Secret Type
Builds Generic Secret “

* Secret Name
Resources > metricinsights-web
Unique name of the new secret.
*Key
web.env

A unique key for this secret entry.
nitoring

value

Browse...

avalue for the secret entry or use the contents of a file

MYSQL_HOSTNAME=192.168.33.10
MYSQL_PORT=3306

3 MYSQL_DATABASE=dashboard
MYSQL_DATASET_HOSTNAME=192.168.33.10
MYSQL_DATASET_PORT=3306
MYSQL_ROOT_USER=reot
MYSQL_DATASET_READ_PASSWORD=VQdgL6J cxiReDBwaH
MYSQL_GENERATOR_PAS SHORD=659AnLOnl f GpMekdO

9 MYSQL_READ_ONLY_PASSHORD=FUSOKMHr3hakoNtSL

O | MYSQL_SETUP_PASSWORD=x1ZU913PeE63b3c6Z

11 MYSQL_WEB_PASSWORD=gdesol1NX94vePt7P
MYSQL_DATAPROCESSOR_PASSWORD=wp181kB21XSg7QhoV

Rem

Add Item

B3 o

Note, you can also generate secret files and the application deployment manifest using the
installer wizard option.

Secret files are saved to a separate folder, which must be created before running the installer
wizard:

$ ./installer.py kubernetes --wizard
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Installer wizard example:

6. Create Configuration File and Deployment of Metric
Insights Application

To create a deployment configuration file (also called a manifest), use the Metric Insights
installer to generate a yaml file. Here's an example where we are setting the following values:

+ Kubernetes Type = openshift

+ Storage Type = NFS

* NFS server address = 192.168.33.10
* Private Docker Registry

$ ./installer.py kubernetes --type openshift --nfs-server-address 192.168.33.10 --

images-pull-secret-name metricinsights-docker-registry -o application.yml

The key here is using the -0 option for the output file and then specifying a file name with a
*,yml extension (yaml file).

Next, apply the OpenShift manifest in the OpenShift Web Console using the newly created
deployment configuration file:

Click the Add to Project dropdown menu (1) then select Import YAML / JSON (2):
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Secrets Leammorerr

ghts-data-analyzer
metricinsights-dataprocessor
metricinsights-monitoring

metricinsights-mysql-root-password

nsights-seed

metricinsights-web

builder-dockercfg-I6nzt

default-dockerclgjpwf6

deployer-dockercfg-csqdg

metricinsights-docker-registry

builder-token-chrfx

builder-token-f2rgb

default-token-9vw2x

default-token-chq69

deployer-token-6cdtc

deployer-token-kk2mg

Type
Opague

Opaque

Opaque

Opaque

Opaque

Opaque

kubernetes io/dockercfg
kubernetes.iofdockercfg

kubernetes io/dockerclg

kubernetes io/dockerconfigjson
kubernetes io/service-account-token
kubernetes iofservice-account-token
kubernetes io/service-account-token
kubernetes iofservice-account-token
kubernetes iofservice-account-token

kubernetes io/service-account-token

Created

17 minutes ago
15 minutes ago
14 minutes ago
12 minutes ago
11 minutes ago
10 minutes ago
4 hours aga

4 hours ago

4 hours ago
20 minutes ago
4 hours ago

4 hours ago

4 hours ago

4 hours aga

4 hours ago

4 hours ago

Browse Catalog
Denlov image.

Import YAML /JSON
Seléct rom Project

Use Browse to upload the manifest file (1), or copy the file content directly to appropriate fields
(2), then click on Create button (3):

Import YAML / JSON

YAML / JSON Results

Create or replace resources from their YAML or JSON definitions. I adding a template, you'll have the option to process the template.

Upload a file by dragging & dropping, Selecting it, or pasting from the clipboard

mpiVersion: vi
kind: Template
metadata:
name: metricinsights
objects:
- apiVersion: vi
kind: Service
metadata:
name: metricinsights-web
sp

ec:
type: LoadBalancer

Next, click the Continue button:
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Add Template

What would you like to do?

Process the template

Create the objects defined in the template. You will have an opportunity to fill in template parameters,

() save template

Save the template ta the project. This will make the template available ta anyone who can view the project.

Cancel | |NLELITY

Click the Create button:

Import YAML / JSON

YAML/JSON Template Configuration Results

| metricinsights

No description provided.

Labels ® About Labels

Each label is applied to each created resource.

Nome

Add Label

Cancel Create

Confirm Creation by clicking on Create Anyway:
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Confirm Creation X
We checked your application for potential prablems. Please confirm you stillwant to create this application,
/A This will create resources outside of the project, which might impact all users of the

cluster. Typically only cluster administrators can create these resources. The cluster-level
resources being created are: persistent volume

Cancel | JSEERYLIWY

A confirmation message should appear confirming the deployment after which we can click on
Close:

Import YAML / JSON

YAML/JSON Template Configuration Results

@ metricinsights has been created.

Continue to the project overview,

¢ To deploy/update Metric Insights from the command line, rather than through the
OpenShift Web Console:
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S oc apply -f application.yml

template.template.openshift.io/metricinsights unchanged

$ oc process -f manifest.yml | oc apply -f -
service/metricinsights-web unchanged
deployment.apps/metricinsights-web-master unchanged
deployment.apps/metricinsights-web-slave unchanged
service/metricinsights-seed unchanged
deployment.apps/metricinsights—-seed unchanged
service/metricinsights-dataprocessor unchanged
deployment.apps/metricinsights—-dataprocessor unchanged
service/metricinsights-data-analyzer unchanged
deployment.apps/metricinsights—-data-analyzer unchanged
service/metricinsights-monitoring unchanged
deployment.apps/metricinsights-monitoring unchanged
persistentvolume/metricinsights-default-data configured

persistentvolumeclaim/metricinsights—-default-data unchanged

7. Create Routes

Once Metric Insights is deployed, we need to create routes for Metriclnsights Application and
Monitoring Tool

Go to Application — Routes — Create Route

Example for creating Web Route:

Applications

Builds

@ Routes.

No routes.

No routes have been added to project mi.

o=
=

Example for Metric Insights Web Ul Route:
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Applications.

Y

urces

Routes > Create Route

Create Route

o make your application publicly visible:

que name for the route project.

Hostname

openshift.metricinsights.com

Public hostname for the route. If not specified, a hostna enerated,

Path

th that the reuter watches to route traffic to the service.

* Service

Target Port

443 — 443 (TCP)

Target port for traffic

Alternate Services

O split traffic across multiple services

c to multiple s

Routes can ¢

vices for A/B testing. Each service has a weigh

Security

Secure route

Routes can b

ecured using several TLS termination typ:

ving certificates.
TLS Termination
Re-encrypt

Learn More @

ontrolling how much traffic it gets

Applications

TLS Termination
Re-encrypt

earn More &
Insecure Traffic
Redirect

Palicy for traffic on insecure schemes like HTTP.

Certificates

TS

cates for edge and re-encrypt

Certificate

PEM form

ertificate. Upload file by dragging & dropping, sel

~BEGIN CERTIFICATE-——--

MIIGVTCCBagAWIBAGIQCUSSDRTKIFNSMT217.1ZM) ANBgkahkiG9w0BAQS FADBe
MQsWCQYDVOQGEWIVUZEVMBMGAIUEChMMRG LnaUN 1 cnQg S5 j MRkwFwYDVQQLEXE3
d3cuZGLnakiN1cnQuY29 tMRAWGWYDVOQDEXRS YXBpZFNTTCBSUBEQQOE QM AXODAR
Fu@x0DAYM] WOYMTAZM] QXM TAbBg! oubWve

Private Key

M format key. Upload file by dragging & droppin

~BEGIN RSA PRIVATE KEY-—--n
MIIEowIBAAKCAQEARZVTE Selne7bx750950h 4] JFHNBREDXGTMG IwkwsyRSv.fyy]
D3pMKIYFINIBESTraPPYTVHBT Y /GHC 1 aXaXpATAF HWBPMOZPOAZBGUT /WptmpDa
JERLKUVEOTXDrSPa8y/0tP/paz2MTUnGBEL edchs iHTY2X90/ Remkk+07BEIMSC
ZNaLprkcmRra+i6hyz30THI] DKOE1S8 ratyeE 1096 CoRNUDZZ v 0eOROADWP 9B

Value

CA Certificate

The PEM format CA certificate chain. Uplo

ad file by dragging & dropping selecting

BEGIN CERTIFICATE:
MIIGvTCCBaWgAwIBAQIQCusSDRTKIFn5mT2171JZMjANBgkqhk iGIwBBAQsFADBe
MQswCQYDVQQGEWIVUZEVMBMGALUEChMMRG LnaUN1cnQgSh5 jMRkwFwYDVQQLEXE3

'mination. If not specified, the router's default cer

ng it, or pasting

from the dipboard.

selecting it, or pasting from the clipboard

or pasting from the clipboard

Add to Proj

Browse...

Browse...

Browse...
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Add to Proje

—~BEGIN RSA PRIVATE KEY-——-

MITE oW BAAKCAQEARZVTCSe Lnc 7 bxTS095ah4 I FHNBREDXGTNG IwXwsyRov fyy T
D3pMKIYEINIBES T FAPPYLYHBEY1/GNC] aXaXDAT AFHWRRMO2R00Z8GUT/ WptmRba
/ERLKUN6OTXDI5PaBY/0ItP/naz2MfUnGEELedChG HTY 2599/ RemKk +078EIMSC
&% Applications ZNalprkenRra+iGhwz30THT boeiSBratvwEi 096CoRNUbZZ LyOeOROADWPaIBh

Clear Value

CA Certificate

Browse...

The PEM for

certificate chain. Uplo:

ing & dropping. selecting it, or pasting from the clipboard
---—-BEGIN CERTIFICATE-—-—-

MIIGVTCCBahgAwIBAGIOCusSORTKIFn5mT217J1ZMj ANBgkqhkiGIwBBAQSFADBE
MQSWCQYDVQQGEWIVUZEVMBNGALUEChMMRG LnalN1cnQass JMRKWFWYDVQQLEXE3

d3cuZGLnakiN LcnQuY 29tMROWGWYDVQIDEXRS YXBpZFNTTCBSUBEGQOE GM ] AxODAE

Fwax0DAYM] WOYMTAZM] QxM oubve

Browse...

validate the endpoint certificate for re-encryp:

ermination. Upload file by dragging & dropping, sele

ng it, or pasting from the clipboard.

-----BEGIN CERTIFICATE-—-—-

MIIF3zCCABeGAWIBAGIUGTAQK/ x-+wwd1idKTyq0sXbaicdBswDQYIKoZIhveNAQEL
BOAwT ZELMAKGATUEBhMCQVUXEZARBGNVBAGMC HVbWUtU3RhdGUXTTABGNVBAOM
GE LudGVybmVeIFdpZGdpdHHgUHRS1EXBZDEAMDYGCSqGS Th3DQEJARY pbiVOCm 1]
aWszaWdodHMtd2ViLWlhc3R1ci1jNTZmZmY 1Y) UtZ2ZnbmYwHheNM] AwNZE4MTUY

out Labels

Labels

Is for this route.

Add Label

m Cance

Note: Be sure to apply valid SSL certificate files for the appropriate hostname.

Example for Metric Insights Monitoring Route:

Add t

Routes » Create Route

Create Route

oo Applications > Routing is a way to make your application publicly visible.
* Name
B monitoring
A unigue name for t

Hostname

monitoring-openshift. metricinsights.com

Public hostname for the route. If not specified, a hestname is generated.
Path

Istatus

that the router watches to route traffic to the service.

* Service

met

icinsights-monitoring -

Target Port

8081 — 8081 (TCP) -

Alternate Services

[ Split traffic across multiple services

Routes can direct traffic to multiple s¢

ices for A/B testing. Each service has a weight controlling how much traffic it gets.

Security

Secure route

tes can be secured using several TLS termination typ

TLS Termination

Re-encrypt M

Learn Mo
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TLS Termination

Re-encrypt

Insecure Traffic
Redirect

Palicy for traffic on insecure schemes like HTTP.

Certificates

TLS certificates for edge and re-encryp n. If not specified, the router's default certificate is used

Certificate

The PEM format certificate. Uplead file by dragging & dropping, selecting it, or pasting from the dipboard.

~BEGIN CERTIFICATE-——--

MIIGvTCCBaWgAwIBAQIQCusSDRTKIFnSmT2171J2ZMjANBgkghkiGIwdBAQsFADBe
MQswCQYDVQQGEWIVUZEVMBMGALUEChMMRG LnaUN1cnQgSWS jMRkwFwYDVQQLEXE3
d3cuZGLnakiN1cnQuY 28 tMROWGWYDVQQDEXRS YXBpZFNTTCBSUBEGQREgM] AXODAE
FwBx0DAYM] WlyMTAZzMj QxMj TAbBg| oubWVe

Private Key

The PEM format key. Upload file by dragging & dropr

1g, selecting it, or pasting from the clipboard

~BEGIN RSA PRIVATE KEV-—--
MIIEOWIBAAKCAQEADZVTESELMC7bx7S0950n 4] JFHNBREDXGTMG IwXws YRSV Yy T
D3pMKIYFINIBESTraPPYTVHBT Y /GHC 1 aXaXpATAF HWBPMOZPOAZBGUT /WptmpDa
JERLKUVEOTXDrSPa8y/0tP/paz2MTUnGBEL edchs iHTY2X90/ Remkk+07BEIMSC
ZNaLprkemRra+iGhyz301HT KIS 158 raLyvE| 096 CORNUDZZ L 0COROADHP ASBY

Clear Value

CA Certificate

PEM format CA certificate chain. Upload file by dragging & dropping, selectir or pasting from the clipboard

~BEGIN CERTIFICATE=—--=
MIIGvTCCBaWgAWIBAGIQCUSSDRTKIFNSMT21733ZMjANBgkqhk iG9wdBAQs FADBe
MQswCQYDVQQGEWIVUZEVMBMGAIUEChMMRG LnaUN1cnQgSWS jMRkwFuwYDVQQL ExB3

Browse...

Browse...

Browse...

Applications.

—————BEGIN RSA PRIVATE KEY-—--

MLIEOWLBAAKCAQEARZYTCS Lme7 bx T $0950h4) ) FHNBREDXGTMG AwXwsyREVFyy T
D3pmK3yFINIBESCLaPPyLYHBEY /GG 2XaXpAf AFtvpRH2R00Z86UT/ wptmpba
/SRLKUNGOTXDI5PaBY/ 0ItP/naz 2N UDGEEL dChe iH7Y2X90/RemKk +078EIMSC
ZNaLprkenRra+1Ghyz30THL bKaeiS 8ratywEi 096CoRNUBZZ Lv0eOROADNPAIED

Cle:

alue

CA Certificate

The PEM format CA certificate chain. Uplo

r pasting from the clipboard

ile by dragging & dropping selecting

-—-—-BEGIN CERTIFICATE-———-
MIIGTCCBaWgAWIBAGTQCus SORTKIFnSmT217312M] ANBgkqhkiGOwBBAQSFADBe
MOSWCQYDVOQGEWIVUZEVMBHGALUEC MMRG LnalN 1cnQgSws JMRKWFWYDVOOLEXB3
d3cuzGnakiN LenQuY 29 tMROWGWYDVQADEXRS YXBPZFNTTCBSUREGQOE QM AXODAE
Fw0xODAYM] WOYNTAZM ] QM oublive

Clear Value

Destination CA Certificate

ate chain to validate the endpoint certificate for re-encrypt termination. Upload file by dragging & dropping, selecting it, or pasting from the clipboard.

~==--BEGIN CERTIFICATE~=---
MIIF3zCCABegAWIBAGIUGAOK/ x+ww3idKTyqDsXbaicdBswDOYIKoZIhv cNAQEL
BOAWT ZELMAKGAUEBNMCQVUXEZARBGNVBAGHC LNVbWUU3RNdGUXT TATBONYB A
GE LudGVy F dpZGdpdHMgUHRSTEXOZDEAMDYGCSqGS Th3DQEJARY pbiVacmL
aW5zaWdodHHtd2VALW1NCIRLC11NTZmEnY 1Y UtZzZnbmYwHhCNM] AwNZEAMTUY

Labels

Is for this route.

Add Label

Browse...

Browse...

@ About Labels

Add to Project v

8. Access Metric Insights Application in a Browser

Deployment & Configuration

After creating the routes, we can access the Metric Insights application in a browser.
Navigate to the Routes menu and click on the appropriate link:
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Add to Project v

Routes  teamwmoree: Create Route
Add
Applications >
Name Hostname service Target Port TLS Termination
is
monitoring hitps/monitoring-apenshiftmetricinsights.com & metricinsights-manitoring http Re-encrypt
. mi hieps:openshift. metricinsights.com metricinsights-web hitps Re-encrypt

Each link should open the Metric Insights application and monitoring page in a new browser
tab:

#& openshift.metricinsights.com, o = N s
P g

Connection ure

Your information (for example, passwords or credit

card numbers) is private when it is sent to this
site. Learn m

B Certificate (
@ Cookie:

¢ Site settings

METRIC INSIGHTS

Remember me

Recover password

C (@ monitoring-openshift.metricinsights.com/statu:

nection is secure Sign in

Your information (for example, passwords or credit https://monitoring-openshift. metricinsights.com
card numbers) is private when it is sent to this

site. Le: Username

Password
Certificate (Valid

Cookie:
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METRIC INSIGHTS

1.26 Docker Deployment on Windows Host

PREREQUISITES:
We recommend using a bare-metal Windows system.

The Windows Subsystem for Linux (WSL) version 2 introduces a significant architectural
change (it is now a full Linux kernel built by Microsoft), allowing Linux containers to run
natively without emulation.

1. Windows hypervisor should have a minimum 16Gb of RAM
2. If the hypervisor is virtualized, nested virtualisation should be enabled
3. Windows host should support Docker Desktop WSL 2 backend —

https://docs.docker.com/docker-for-windows/wsl/
4. Follow the steps described in official Docker and Microsoft documentation —

https://docs.docker.com/docker-for-windows/wsl/#prerequisites
5. To run the Metric Insights installer, the Linux subsystem needs to be enabled and one of
our supported Linux distributions must be installed — Supported Operating Systems

Simple installation architecture

Linux-based Server with kernel >= 3.10
(docker-ce and docker-compose)

Metric Insights

Network
MySQL connection

Windows Server
Remote Data Processor
Seed node

Permanent

DP rest api
8080 or 8443 tcp ports

File System

MySQL connection

Data Processor 2550
and 2551 tcp ports
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https://docs.docker.com/docker-for-windows/wsl/#prerequisites

¢ Ifyou are using a firewall on the Windows machine, the following ports are necessary
for Metric Insights to work correctly:

1. 80,443 - HTTP and HTTPS ports for the Ul Application Service (by default redirection to
443)

2550 - TCP port for the Data Processor cluster

2551 - TCP port for the Seed Node Service

3306 - MySQL port to get access from outside

8080, 8443 - HTTP and HTTPS ports for the REST API Data Processor Service (only one
port is enabled at one time)

6. 8081 - TCP port for Monitoring Tool

ok WwN

1. Connect to the server

1. Connect to the host server and run Windows PowerShell as Admin user.
Click Right mouse button on Start button — Windows PowerShell (Admin):

2. In PowerShell terminal for accessing Linux Subsystem run bash command and for switching
to root user run sudo -i :
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it - -upgradable

Note: The Metric Insights application must be installed as user root or as a user with sudo
privileges (added to the wheel or sudo group, thereby included in the sudoers list). The docker
daemon binds to a unix socket instead of a tcp port, therefore unix sockets are owned by user
root and accessible by users with sudo privileges.
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2. Download the MI app installation package

a hﬂps:."_;www.metncinsights.cum_::IDwnIoad;Metriclrsighlsar.gz G *
METRIC INSIGHTS Product Solutions Learn Support About Free Trial

«

Download

Enter your user name and password below

Username *

)

Password *

Metric Insights Software Evaluation Agreement

This Metric Insights Customer Agreement (this "Agreement”) contains the terms and conditions that «
\govern your access to and use of the Service Offerings (as defined below) and is an agreement
between Metric Insights, Inc. ("Metric Insights”), a California company, with an address at 123 10t
Street, San Francisco, CA 94103, and you or the entity you represent ("User"). This Agreement takes
effect when an Order is signed, when you click an "l Accept” button or check box presented with
these terms, when this agreement is signed between Metric Insights and User, or, if earlier, when

you use any of the Service Offerings (the "Effective Date"). You represent to us that you are lawfully
able to enter into contracts (e.g., you are not a miner). If you are entering into this Agreement for an
entity, such as the company you work for, you represent to us that you have legal authority to bind

Download license agreemen{_l | agree with these terms and conditions ]

oem ©

3.
4,

Depending on the version, you will be given a link to the corresponding MI app installation
package.

Along with the link, Username and Password will be provided by the MI support team;
enter these credentials into the respective fields.

Confirm your agreement with the Terms and Conditions of the Metric Insights usage.

Click [Submit].

This will initiate the download process of the .tar.gz archive (containing all files required to
install the system).

3. Preparing Application Installer Package

In terminal go to archive location and untar it.

Example for v6.2.1 Full Installer Package:

cd /mnt/c/MetricInsights/

tar -xvzf MetricInsights-Installer-v6.2.1-Full.tar.gz

cd ./MetricInsights-Installer-v6.2.1-Full

Deployment & Configuration Page 128



4. Supported Linux Subsystems

A Metric Insights v6.x installer can work on the following Operating Systems (any OS with
Linux kernel >= 3.10):

« RHEL 7/8

+ CentOS 7/8

* Oracle Linux 7

« Ubuntu 14/16/18
« Debian 8/9/10

Linux

-

redhat

Lint debian

5. Run the installer

€ Normally, the application can be installed by simply running ./installer.py -v
but we recommend checking the help to ensure appropriate parameters are defined
for the install. To see the help:

./installer.py -h
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Also, for installing under Windows hypervisor need to run installer with options --
skip-packages and --bind-address 0.0.0.0

./installer.py --skip-packages --bind-address 0.0.0.0 -v

Once the installation is complete, you will see a "Metric Insights application installed
successfully" message.

5.1. Basic console commands

A Notall tools will be installed with all components, each component has only: mi-
version and mi-control. All of these tools become accessible only if the Web

Component is installed.

mi-app-backup

mi-app-restore

mi-console

mi-control

mi-cron

mi-db-dump

mi-db-mgr

mi-ldap-usersync

mi-maintenance

mi-passwd

mi-version

Deployment & Configuration

Wrapper for mi-app-backup (/opt/mi/backup is an internal mount point
from the web docker container)

Wrapper for mi-app-restore

Connect to the MI Ul docker container directly

Docker-compose wrapper helping to manage Metric Insights docker
containers

Wrapper for mi-cron manipulating the Ml cron tasks inside the docker
container

Wrapper for mi-db-dump

Wrapper for mi-db-mgr

Wrapper for mi-ldap-usersync

Wrapper for mi-maintenance

Wrapper for mi-passwd

Show the installed Metric Insigths version
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6. Checking deployment

To check container statuses we can run docker ps command from PowerShell or Linux
Subsystem terminal console:

A Not Secure | 10.8.0.162

& status Monitor +New.. [C)Content {}Admin £ System

@D Notifications ON system-wide - Wednesday - September 16, 2020 System @ 13:13 UTC(UTC +00:00)

Status Nodes Errors & Logs Bulk Change History

System Nodes m]
ID Name P Uptime CPU RAM Disk
4 dalta-analyzer 172.19.05 Up 2 days 4.3% 519.6Mb of 14.06Gb (3.61%) 2 Volumes
5 dataprocessor 172.19.06 Up 2 days 4.9 % 2.73Gb of 14.06GD (19.38%) 2 Volumes
1 monitoring 172.19.0.3 Up 2 days 37% 88.45Mb of 14.06Gb (0.61%) 2 Volumes
3 mysql 172.19.0.4 Up 2 days 4.4 % 3.24Gb of 14.06Gb (23.02%) 2 Volumes
2 seed 172.19.0.2 Up 2 d